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1 Introduction
In RAN1 #110-e meeting, the potential specification impact for the AI-based positioning were discussed and the achieved progress is summarized as follow [1] 
	Agreement

For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.

· Direct AI/ML positioning

· AI/ML assisted positioning

· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.

· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion

Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.
Agreement

Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement

· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)

· Partial and/or noisy ground truth label

· Signaling for data collection

· Other aspects are not precluded

Agreement

Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement

· AI/ML model monitoring performance metrics

· Condition of AI/ML model update

· Reference signals and measurement feedback/report

· Other aspects are not precluded

Agreement

Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least

· UE-side or Network-side training

· UE-side or Network-side inference

· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches

Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion

To use the following terminology defined in TS 38.305 when describe their proposed positioning methods

· UE-based

· UE-assisted/LMF-based

· NG-RAN node assisted

Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above.




In this contribution, we will continue the discussion on the positioning use cases and then share our consideration on the potential specification impact. 
2 Discussion 
For the traditional NR positioning, the positioning operation can be performed on the LMF side or be performed on the UE side. The positioning RS can be DL PRS or UL SRS. In the specification, multiple PRS/SRS configuration patterns are specified. In addition, if the operation is performed on the LMF, some feedback of measurement results e.g., DL RSTD or DL RSRP or UE Rx-Tx time difference is necessary. Thus, the configuration of the measurement result feedback, the format of the measurement result feedback and the signalling to bear the measurement result are specified as well. As for the positioning algorithm, it is transparent and no specification is involved. In this section, we would analyse whether some new signalling or procedure is potentially to be specified for AI-based positioning. 

2.1 Description of sub-use cases  
Direct positioning and indirect positioning were agreed for further study. For the direct positioning, the positioning coordinates of the devices can be directly inferenced by the AI model. And for the indirect positioning, the output of the inference is the intermediate parameters for positioning. 
For the direct positioning, the input of the AI model is the CIR and the output is the coordinates as shown in Fig. 1. For the indirect positioning, the input of the AI model is also the CIR points and the output is the ToA. Based on the inferenced ToA,  the coordinates is obtained by utilizing the traditional TDOA solution as shown in Fig. 2. In our companion contribution [2], simulation results are conducted to evaluate the positioning accuracy. The simulation results show that both methods could improve the positioning accuracy greatly. 
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Figure 1 Illustration of the fingerprinting positioning
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Figure 2 Illustration of the AI-based ToA predication
2.2 Potential specification identification 
2.2.1 Model generation 
For the training manner, there are various training solutions considering different aspects. For example, there are online training or offline training considering whether the training is real time or not. And there are training on single node or training based on multiple nodes(e.g., federated training) from the aspect of the number of training nodes. Current evaluations are almost all conducted based on offline training on single node and the other training manners are not fully studied and evaluated. Considering this point, we propose to prioritize the study of offline training on single node. 
Proposal 1: Prioritize the study of offline training on single node for positioning accuracy enhancement
The model generation procedure consists the step of data collection/pre-processing, model validation and model testing and certain post-processing. Firstly, the steps of model training, validation and test mainly depend on the implementation. Then we will just focus on the potential specification impact for the data collection for the on-UE training and on-network training. 

· Case 1: Model training on the network
For this case, two options can be considered for the data collection. One option is data collection via offline manner, e.g., by field test, in this case, no specification impact is foreseen from our perspective. Another option is that training data is collected by UE in realistic network and report the training data to network via air interface. For the second option, the data collection procedure and involved signalling is summarized in Fig.3. Since data collection and data processing may require UE own certain capability, for example the capability to obtain its accurate coordinates, then UE could report the data collection capability to network to let network know which UE could be configured for the data collection. Based on the UE capability, network could perform the configuration for the data collection. The configuration may include the required input data format, output data format, data size, training data report configuration and so on. Based on the configuration, the involved UE could perform the data collection procedure and report the collected data to network 
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Figure 3 Possible procedure for the training 
· Case 2: Model training on the UE side/ UE’s external server 
In our view, the data collection in this case could be transparent to network. UEs collect its channel observation and corresponding coordinates or intermediate parameters for positioning based on its strategy or based on the private negotiation between UE and its external server. No specification is expected for the data collection in this case 
Observation 1:

· If model generation is on the network side, the following specification impact is potentially involved for training phase
· UE capability for the data collection 

· Data collection configuration 

· Collected data report 
· If model generation is on the UE side or UE’s external server, no specification impact is foreseen for training phase 
2.2.2 Model configuration 
For this phase, depending on different inference node and model provision node, the detailed procedure would be different. We will discuss it for the following three cases. In addition, as discussed in our companion contribution [3], multiple AI models for positioning are assumed to fit different scenarios or different UE capability. 
· Case 1:AI model is provided by the network and the inference node is LMF:
In this case, since multiple AI models are defined, then model selection is necessary. Then to facilitate the model selection, certain interaction between UE and network may be defined. For example, some measurement results which help to identify the scenario could be reported from UE. 
Observation2: when AI models are provided by the network and the inference node is LMF, interaction to assist the AI model selection may be needed 
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Figure 4 Possible AI model configuration procedure in Case 1
· Case 2:AI model is pre-deployed on the UE and the inference node is UE:

In this case, multiple AI models are on the UE side. To facilitate the life cycle management, e.g., performance monitoring, model registration may be necessary. In addition, certain assistance information to facilitate the model selection would also be involved. For example, network could help to test the performance of the registered AI models and observe which AI model could achieve optimal performance in current scenario 
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Figure 5 Possible AI model configuration procedure in Case 2
Observation 3: AI model is pre-deployed on the UE and the inference node is UE

· Interaction to assist the AI model selection may be needed 
· Model registration may be needed 
· Case 3:AI model is provided by the network and the inference node is UE:
Similar to the situation in case 1 and case 2, interaction between UE and network for the AI model selection is needed. In addition, model transfer is needed in case. For the AI model transfer, as discussed in our companion contribution [3], considering it is different from normal traffic data, new definition of QoS or channel would be possibly defined to satisfy the service requirement.
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Figure 6 Possible AI model configuration procedure in Case 3
Observation 4: When AI model is provided by the network and the inference node is UE

· Interaction for the AI model selection may be needed 
· Model transfer is needed 
2.2.3 Model inference 
Depending on different AI algorithms, the input of the AI model can be channel impulse response, or RSRP or the DL RSTD. The detailed input data format may be different among AI models. In addition,  Different specification impact for the input/output of inference would be expected for different positioning RS and inference node. 
· Case1: PRS-based measurement + inference on the UE side: 

In this case, no matter which kind of input format is defined for the AI model, the input can be obtained on UE side. It seems there is no need for the interaction over the air interface. 
As for the output of the AI model, in the direct AI-based solution, it is the position coordinates and in the indirect AI-based solution, the output is the intermediate parameter for the positioning.   e.g., RSTD. UE may need to feedback the positioning related data to network. It seems the existing signalling framework for positioning is sufficient. 

Observation 5: When inference is on the UE side and the positioning RS is PRS , no specification impact is foreseen  for the inference phase
· Case2: PRS-based measurement + inference on the LMF: 
If the positioning RS is DL-PRS, UEs need to feedback the measurement results over the air interface to network. The measurement results could be RSRP or DL RSTD. While, for the AI-based positioning, input information could be other measurement factors. For example, the input of the AI model could be the channel impulse response. Thus, some new signalling for the AI model input may be involved. As for the output of the AI model, no matter it is the final position coordinates or certain intermediate parameters for the positioning, it seems there is no need to let UE know this information and then no additional specification is foreseen over the air interface.  

Observation 6: When inference is on the network side and the positioning RS is PRS, new signalling to feedback the input of the inference may be needed for the inference phase
· Case3: SRS-based measurement + inference on the LMF: 
If the positioning RS is UL SRS, similar to the DL-PRS based positioning, new signalling for the AI model input may be necessary. But information exchange only happens among different network nodes, e.g., between gNB and LMF, the impact on the air interface is not expected. 

Observation 7: When inference is on the network side and the positioning RS is SRS , no specification impact is foreseen  for the inference phase

2.2.4 Performance monitoring 
As discussed in our companion contribution [3], two aspects are involved in the performance monitoring. One aspect is when one AI model activated, then performance monitoring is carried out for the ongoing inference operation. Once there is performance degradation, this AI model will be deactivated or be replaced with another AI model. Another aspect is when the AI model is not activated, the processing is performed based on non-AI solution or performance with another AI model,  then performance monitoring can be carried out on the AI model not activated to assess whether to activate this potential AI model. 

As for the metrics and solutions for the performance monitoring, generally, there are two options for the performance monitoring
· Option 1: monitor the inference accuracy. For example, for the direct AI-based positioning, performance monitoring  is carried out by comparing the UE’s actual position and the inference output.  

· Option2: monitor the metrics impacted by the inference output. For example, to monitor the service quality enabled by the positioning.  

In option 1, UE should be able to get the actual position coordinate or accurate intermediate parameters for positioning, which is challenging for most devices. As for option 2, it can be applied to the use case which is difficult to collect the lablels While, it can only reflect the performance of ongoing operation or ongoing AI model, it is difficult to reflect the potential performance of the deactivated AI models. In addition, whether option 2 could fast detect the performance degradation is questionable. 

In addition, different performance monitoring metric would result different procedure and involve different signalling. Then it is necessary to decide the metric for performance monitoring first. After that related discussion on the procedure and signalling can be started.  
Proposal 2: Discuss the metrics for performance monitoring first 
3 Conclusion  
In this contribution, we mainly discussed the potential specification impact in the AI-based positioning use case . Based on the discussion, our views are summarized as follow
Proposal 1: Prioritize the study of offline training on single node for positioning accuracy enhancement

Observation 1:

· If model generation is on the network side, the following specification impact is potentially involved for training phase

· UE capability for the data collection 

· Data collection configuration 

· Collected data report 

· If model generation is on the UE side or UE’s external server, no specification impact is foreseen for training phase 

Observation2: when AI models are provided by the network and the inference node is LMF, interaction to assist the AI model selection may be needed 

Observation 3: AI model is pre-deployed on the UE and the inference node is UE

· Interaction to assist the AI model selection may be needed 
· Model registration may be needed 
Observation 4: When AI model is provided by the network and the inference node is UE

· Interaction for the AI model selection may be needed 
· Model transfer is needed 
Observation 5: When inference is on the UE side and the positioning RS is PRS , no specification impact is foreseen  for the inference phase

Observation 6: When inference is on the network side and the positioning RS is PRS, new signalling to feedback the input of the inference may be needed for the inference phase

Observation 7: When inference is on the network side and the positioning RS is SRS , no specification impact is foreseen  for the inference phase

Proposal 2: Discuss the metrics for performance monitoring first 
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