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Introduction
The release 18 work item [1] on IoT support of non-terrestrial networks includes the following objective
 Study and specify, if needed, improved GNSS operations for a new position fix for UE pre-compensation during long connection times and for reduced power consumption. Simultaneous GNSS and NTN NB-IoT/eMTC operation is not assumed. [RAN1]

In release 17, the work was limited to short and sporadic connection and therefore it was feasible that a UE upon GNSS validity timer expiry could move to RRC Idle mode.
However, the release 18 work will address the broader use case of long connection time. Therefore, it is important to consider how the UE can obtain new GNSS-based position fix during the long connection. It is also good to note that the simultaneous use of GNSS and IoT operation is not assumed as was also the case in release 17.
At RAN1 #109e the following was concluded/agreed:
Conclusion
IoT NTN UE may need to re-acquire a valid GNSS position fix in long connection time. 
· FFS: Whether and how to update or reduce the need to update GNSS position fix in long connection time
Agreement
· Closed loop time and frequency correction, with potential enhancements, for IoT-NTN is considered to reduce the need for UE to update GNSS position fix in long connection time 
Agreement
At least the following options can be considered on GNSS measurement in connected for potential enhancements for improved GNSS operations: 
· Option 1: UE re-acquires GNSS position fix during RLF procedure
· Option 2: UE re-acquires GNSS position fix with a new gap 
Note: this does not imply that a Rel-18 IoT NTN UE is mandated to support one or both of the options.
Agreement
UE reports additional GNSS assistance information and further study the detailed GNSS assistance information, including e.g. GNSS position fix measurement time 
· Note: Since RAN1 agreed that GNSS validity duration is reported by UE in Rel-17, it is already included in GNSS assistance information.
Agreement
Further study on whether there is a need for potential enhancements on the following for long connection time
· UE triggered GNSS measurement.
· Network triggered GNSS measurement.

At RAN1 #110 the following was agreed:
	Agreement
GNSS assistance information that UE reports to eNB at least consists of:
· GNSS position fix time duration for measurement 
· GNSS validity duration 
Agreement
When eNB triggers UE to make GNSS measurements, UE re-acquires GNSS position fix
· FFS details of signalling
· FFS how UE reports GNSS assistance information after eNB trigger and the detailed content
· Note: further discuss whether a UE is expected to handle all eNB triggers



In this contribution we discuss the relevant assumptions for release 18, the need for a GNSS measurement gap scheduled by the network, and the use of the GNSS validity timer including handling the expiry. Furthermore, the impact of long RRC connection times on the uplink transmission segment procedure and potential cell reselection are discussed.
Discussion
Assumptions
With regards to the objective of long connection times, the release 18 work item has the same assumptions as the release 17 work item:
· GEO and LEO satellites, the latter having either earth fixed or earth moving cells.
· Non-simultaneous operation of GNSS and IoT NTN
· FDD mode, which for NB-IoT is half-duplex only
Furthermore, in release 17 the following agreements were made regarding use of GNSS:
RAN1 #106-e
· For sporadic short transmission, UE in RRC_CONNECTED should go back to idle mode and re-acquire a GNSS position fix if GNSS becomes outdated.
· Note: The duration of the short transmission is not longer than the “validity timer for UL synchronization” referred to in the WID objective (but which still needs further discussion for specifying further details)
RAN1 #1 107-e
· The UE autonomously determines its GNSS validity duration X and reports information associated with this valid duration to the network via RRC signalling.​
· X = {10s, 20s, 30s, 40s, 50s, 60s, 5 min, 10 min, 15 min, 20 min, 25 min, 30 min, 60 min, 90 min, 120 min, infinity}
RAN2 #116bis-e
· UE need to have a valid GNSS fix before going to connected. RAN2 assumes that the UE may need to re-aquire the GNSS fix right before establishing the connection (regardless if previously valid or not), if needed to avoid interruption during the connection. 
· When the GNSS fix becomes outdated in RRC_CONNECTED mode, the UE goes to IDLE mode.

The RAN1/2 agreements defining the UE moves to RRC Idle when the GNSS fix becomes outdated was acceptable in release 17 where the connection, according to RAN1, was “short”. On the contrary, the release 18 objective noted above assumes “long” connections. If the UE having a “long” connection moves to RRC Idle multiple times during a data transfer it will increase device energy consumption, signaling overhead, and latency if the UE reacquires the GNSS position fix for each transition to RRC Idle.
Thus, the 3GPP shall investigate methods to support acquiring a new GNSS position fix during the long connection as outlined by the release 18 objective. The methods must ensure the UE remains RRC Connected while acquiring the new GNSS position fix.
Proposal 1: the release 18 must ensure the UE can obtain a new GNSS position fix during the “long” connection and remain RRC Connected to minimize the impact on UE energy consumption, signaling overhead and latency.
GNSS re-acquisition
According to [2] the GNSS position fix duration for the hot state is 1-2 s, which would most likely be the scenario if the UE acquires a new fix shortly before the RRC Connection is set up. If the UE is in good GNSS channel conditions the position fix may be achieved even faster. Thus, the position fix may complete faster than the time required to perform initial access and set up of the RRC Connection after the UE has moved to RRC Idle (in accordance with the release 17 agreement).
From this PoV, release 18 UE should not go back to RRC Idle mode but remain RRC Connected. Therefore, a fast, new GNSS measurement will be the best choice for IoT UE in NTN scenario with a long connection.
Furthermore, the need for a new GNSS position may occur quite frequently for a moving UE in order to comply with timing requirements. According to TS 36.133, the UE initial transmission timing error shall be less than or equal to ±Te where the timing error limit value is 80*Ts (2.6 µs) for NB-IoT and 24*Ts (0.78 µs) for eMTC CE Mode A. As illustrated in Figure 1 (left) below, in the worst-case scenario (10⁰ elevation angle), the timing accuracy requirement corresponds to 126 meter and 38 meter UE location error respectively for NB-IoT (Te = 80 Ts) and eMTC (Te = 24 Ts). For a moving UE, it can easily move 126 m or 38 m in 10 seconds (the minimum GNSS validity duration according to RAN1 107-e agreement noted above). For example, if the UE is on a truck moving with 80 km/h (about 22 m/s) it would take less than 6 seconds to violate the requirement for NB-IoT and less than 2 seconds for eMTC.
The issue is smaller for the frequency error (right part of Figure 1). The requirements in TS 36.101 define the maximum error to be +/- 0.1 ppm i.e. 200 Hz at the 2 GHz S-band. As is evident from the figure, the frequency error is will below the limit.
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[bookmark: _Ref101782860]Figure 1 TA error (left) and frequency error (right) caused by UE movement
Thus from transmission requirements PoV, especially in the time-domain, a new GNSS measurement is needed in RRC Connected mode. 
At RAN1 #109e the following options were discussed for GNSS measurement:
Agreement
At least the following options can be considered on GNSS measurement in connected for potential enhancements for improved GNSS operations: 
· Option 1: UE re-acquires GNSS position fix during RLF procedure
· Option 2: UE re-acquires GNSS position fix with a new gap 
Note: this does not imply that a Rel-18 IoT NTN UE is mandated to support one or both of the options.

Considering “Simultaneous GNSS and NTN NB-IoT/eMTC operation is not assumed”, the GNSS measurement will impact the achievable IoT performance (throughput). The reason is that the UE is not able to receive/transmit data during the GNSS measurement gap (about 1-2 s). A larger and/or more frequent GNSS measurement gap will impact the IoT performance more and thus careful configuration of such a measurement gap is needed. It is of particular importance that the UE and network share a common understanding of when the UE is performing the GNSS measurement (i.e. time-wise location of the GNSS measurement gap), because the UE is unable to receive/transmit IoT data during the measurement. 
[bookmark: _Hlk87092609]Observation 1: Common understanding on GNSS measurement gap in time domain between UE and network is needed.
Therefore, option 2 “UE re-acquires GNSS position fix with a new gap” is the preferred solution.
Proposal 2: GNSS measurement gap in CONNECTED mode should be specified for a new GNSS measurement before the GNSS position is outdated.
The use of a GNSS measurement gap, configured by the network is beneficial to ensure the common understanding between UE and network. The GNSS measurement could alternatively be performed by the UE when the UE is outside Active Time during DRX, but it would require the DRX cycle to be very long to accommodate the estimated 1-2 s GNSS measurement duration. Such a DRX cycle can be configured, but it would slow down the communication significantly to have a gap of e.g. 2.56 s after each Active Time, which would usually be in the order of 10s or 100s of ms. Furthermore, a GNSS measurement is not needed every 2.56 s, but e.g. only every 30 s or 60 s. Thus, the network could reconfigure the DRX after a GNSS measurement, but this leads to large signaling overhead, because DRX configuration is based on RRC signaling.
Observation 2: GNSS measurement outside Active Time of DRX is not feasible, because it requires long DRX cycles and results in too frequent GNSS measurement opportunities.
Like all other measurements, the time requested for UE's GNSS measurement will depend on the UE capability, UE mobility and the GNSS channel status. Obviously a better GNSS channel status will provide a better GNSS receiving quality, which will require less time to receive the GNSS signal (from multiple GNSS satellite) and less time to achieve an accurate GNSS information for the UE.
The UE mobility state will impact how often the UE needs to reacquire the GNSS position fix. As noted in Figure 1 a distance change of a few 10s or 100 meter can result in violation of the transmission timing requirements. Thus, it is important to take into account the UE mobility state and if the UE is moving, also the movement speed.
Regarding the UE capability, two aspects should be considered for GNSS measurement:
· A UE with more receiving antennas will have higher receiving gain, which will provide a higher GNSS receiving quality.
· A UE with more processing capability can provide a faster processing of the same size of packets with same receiving signal qualtiy.
Obviously, a NB-IoT UE may have less number of receiving antennas and lower processing capability than an eMTC UE, while both of them will have less capability than a normal UE. A UE with higher UE capability on GNSS processing will request less time for GNSS measurement. 
[bookmark: _Hlk87092628]Observation 3: Multiple IoT UEs with different capability, mobility state and channel status may request different GNSS measurement gaps.
Two alternatives can be considered for determining the measurement gap duration and periodicity: network selection and UE selection. Due to the preference for option 2 “UE re-acquires GNSS position fix with a new gap” i.e. network scheduling the GNSS measurement gap, the network will benefit from UE assistance information regarding the GNSS measurement performance. The use of UE assistance information was agreed in the RAN1 #109e and further discussed in RAN1 #110: 
Agreement – RAN1 #109e
UE reports additional GNSS assistance information and further study the detailed GNSS assistance information, including e.g. GNSS position fix measurement time 
· Note: Since RAN1 agreed that GNSS validity duration is reported by UE in Rel-17, it is already included in GNSS assistance information.
Agreement – RAN1 #110
GNSS assistance information that UE reports to eNB at least consists of:
· GNSS position fix time duration for measurement 
· GNSS validity duration 

Although UE capability for GNSS measurement is fixed, the GNSS channel status may change especially for moving UE, resulting in the requested GNSS measurement gap size and periodicity (validity duration) to be changed accordingly. As an IoT UL transmission may last for a long time due to use of repetitions, it may require many resources if the GNSS channel status is reported too frequently. In addition, the GNSS channel status may change during the UE reporting it. Thus, there may be a need to update the GNSS assistance information.
[bookmark: _Hlk87092636]Proposal 3: Overhead reduction should be considered for selection of GNSS measurement gap and coordination between UE and eNB.
As indicated in Figure 1 even a small UE location error may violate the timing requirements. According to the release 18 assumptions, the UE is unable to use the GNSS to detect such movement and thus the UE will in principle not be aware that it has moved and that the uplink timing of an ongoing transmission is drifting and potentially violating the requirements. 
Observation 4: UE may not be aware that it is moving during a long connection (uplink repetitions), because it cannot use the GNSS simultaneously. The UE movement will result in misaligned transmission timing.
Proposal 4: GNSS error caused by UE movement should be studied and solved.
RAN1 could discuss if it is possible for the network (eNB receiver) to detect the uplink transmission is drifting in the time and/or frequency domain. If such detection is feasible, RAN1 could further discuss the network to schedule a corresponding GNSS measurement gap, enabling the moving UE to update the GNSS position fix.
Proposal 5: RAN1 to discuss network detection of UE movement based on uplink transmission drift and subsequent network triggering of UE’s GNSS measurement.
An alternative to the network scheduling a GNSS measurement gap is that the network attempts to correct the transmission error, caused by inacurrate UE location information, by use of closed-loop commands. Based on the evaluation in Figure 1 it is evident that the frequency error in some scenarios may not even need to be corrected, but even in case it is needed there are currently no means for closed-loop correction. For timing errors the network may be able to transmit already specified Timing Advance Commands, but this may lead to a large signaling overhead. Furthermore, it is not possible for the network to provide Timing Advance Commands to the UE, which is performing a transmission with many repetitions. According to the Release 17 specificaiton, the UE will apply segmented transmission, but the timing adjustments will be based on the UE’s estimate of the Timing Advance, which is based on the UE’s location. Thus, the network has no way of controlling the timing during a long transmission.
Therefore, the approach of network scheduling a GNSS measurement gap is preferred.
Observation 5: Network can attempt closed-loop correction of transmission errors, caused by inacurrate UE location information, but it is not feasible to correct frequency-domain errors. Furthermore, UE cannot receive network’s TA Commands during a long repetition period.
In some scenarios, the UE may be aware that it is moving. For example, the RRC Idle UE may have observed its mobility state (based on the TS 36.304 definitions), or it may have observed multiple different GNSS-based positions or have application layer information on a travel plan. Therefore, the UE may be aware that it will need a GNSS measurement gap even before it starts the long RRC connection. 
Observation 6: UE may be aware of its own movement based on RRC Idle mobility state or GNSS positions changing.
Since there are expected to be many UEs under NTN coverage there may be many moving UEs and as noted above some of them may be aware of their movement. Therefore it could be advantageous if RAN1 discuss how the network can handle the UEs, which are aware that they will need a GNSS measurement gap during an upcoming long RRC connection. The target is to limit the number of UE-specific configurations of GNSS measurement gap, because the UE assistance information and the (most likely RRC based) configuration of the GNSS measurement gap is signaling overhead.
Proposal 6: RAN1 to discuss how the network can handle UEs, which are aware they will need a GNSS measurement gap in an upcoming long RRC Connection.
One approach, which could be discussed is that the network broadcasts common GNSS measurement gap configurations supporting various UE mobility states, e.g. in terms of the measurement gap length and periodicity. The UE, which is aware of its own movement could thus select an appropriate configuration as part of the connection setup, such that the UE is able to perform the GNSS position fix with a periodicity that suits the mobility state. In this way, the UE-specific RRC signaling to configure the GNSS measurement gap can be replaced by an indication from the UE which GNSS measurement gap configuration it is using.
Observation 7: network can provide common GNSS measurement gap configurations for different UE mobility states.
Proposal 7: RAN1 to discuss use of common GNSS measurement gap configurations to effectively support many moving UEs.
Short Idle periods during long RRC connection
As noted in the previous section it is preferred that the UE maintains the RRC connection and performs GNSS measurements in scheduled gaps. However, due to satellite and UE mobility there may be short periods, where the NB-IoT UE is in RRC Idle. This is due to the use of cell reselection for mobility instead of RRC Connected mode handover. Furthermore, the eNB may perform a fast release of the RRC Connection for a UE, which only had limited data to transfer.
Based on the RAN2 release 17 agreement below, the RRC Idle UE may need to reacquire the GNSS fix, when it moves to RRC Idle state even for short periods before going to connected mode again.
RAN2 #116bis-e
· UE need to have a valid GNSS fix before going to connected. RAN2 assumes that the UE may need to re-aquire the GNSS fix right before establishing the connection (regardless if previously valid or not), if needed to avoid interruption during the connection. 
· When the GNSS fix becomes outdated in RRC_CONNECTED mode, the UE goes to IDLE mode.

However, this would increase the UE energy consumption & signalling and it may not be necessary if for example the remaining GNSS validity duration of the previous GNSS position is sufficiently long. Therefore, RAN1 should discuss the issue and clarify that such GNSS reacquisition is not always needed for short RRC Idle periods.
Proposal 8: RAN1 to discuss whether GNSS reacquisition is always needed for short RRC Idle periods during a long data transmission duration.
Validity timer expiry
As noted in the RAN1 #1 107-e agreement, the UE has to report the GNSS validity duration to the network. This is useful information for the network to decide, when to schedule a GNSS measurement gap for the UE. This network triggered GNSS measurement was agreed to be for further study in RAN1 #109e: Agreement
Further study on whether there is a need for potential enhancements on the following for long connection time
· UE triggered GNSS measurement.
· Network triggered GNSS measurement.

At RAN1 #110 the following was agreed:
	Agreement
When eNB triggers UE to make GNSS measurements, UE re-acquires GNSS position fix
· FFS details of signalling
· FFS how UE reports GNSS assistance information after eNB trigger and the detailed content
Note: further discuss whether a UE is expected to handle all eNB triggers


The network should take care to ensure the GNSS validity timer does not expire during a long transmission independently of whether it is uplink or downlink, because UE would not be allowed to transmit data/HARQ feedback if the GNSS position is invalid. Alternatively, for downlink data the network could ensure the UE has time to perform a GNSS position fix update before the UE has to provide feedback in uplink.
Therefore, the eNB shall be able to trigger a UE to make the GNSS measurement in a scheduled measurement gap, which can occur immediately or at some point in the future. The decision to trigger can be based on the UE assistance information and the network’s detection of time/frequency drift of a UE’s uplink transmission.
The network scheduling of the GNSS measurement gap can be based on RRC configuration, because it allows for a persistent configuration throughout the RRC connection. For example, the duration of the measurement gap can be based on the “GNSS position fix time duration for measurement”, which was agreed as UE assistance information in the RAN1 #110. The gap may be configured to occur periodically or as an aperiodic event. Both options would be configured by the network based on the UE reported GNSS validity duration.
Proposal 9: RAN1 to discuss network configuring periodic/aperiodic GNSS measurement gap for the UE via RRC signaling. 
When the UE has completed the GNSS measurement it may provide updated UE assistance information to the network if the GNSS validity duration or GNSS measurement gap requirements have changed. If the requirements have not changed it is for further discussion whether the UE needs to report to the network or not. It may be beneficial to inform the network about a successful GNSS measurement such that the network can reset the GNSS validity duration timer. This ensures that the UE and network continue to have a common understanding of the GNSS operation. The report can also be used by the network to configure the next gap if it is an aperiodic measurement.
Proposal 10: RAN1 to further discuss UE providing updated assistance information and/or indication to reset the GNSS validity duration timer after a successful GNSS measurement.
It may also be studied whether the network instead of triggering the UE to perform a new GNSS measurement can command the UE to extend the GNSS validity timer. This would for example be useful in the scenario of a stationary UE, where the network may notice the UE’s transmissions remain well aligned in time and frequency during the course of a connection. Therefore, the network could extend the UE’s GNSS validity timer and save the time and UE energy, which would be spend on a new GNSS measurement.
Proposal 11: RAN1 to discuss the possibility of network extending a UE’s GNSS validity timer.
Even if there is remaing GNSS validity time the UE may be in need of a new position because of UE movement. As noted in Figure 1 even movement of a few 10s to 100s of meters can result in violation of the timing requirements. However, since the UE is not able to utilize GNSS simultaneously with the IoT communication it may be challenging for the UE to determine that is actually moving, because it would have to rely on other means. 
In the rare scenario, where the GNSS validity timer has expired, but further data is pending, it will be beneficial to avoid the UE moves to RRC Idle. As noted previously, the signaling and latency of the random access procedure and RRC Connection setup is to be avoided if possible. One alternative approach can therefore be that UE performs the GNSS position fix and afterwards notifies the network, e.g. through the random access procedure, but using a pre-configured preamble (i.e. contention-free random access). The network will be aware that the UE is not available, when the validity timer expires. The network can then consider the UE available again, when the UE has informed the network about the new GNSS assistance information.
Proposal 12: To save power consumption and latency, keeping RRC connection and new UL synchronization after re-acquiring GNSS should be considered for long term connnection, instead of going back to IDLE mode.
Additionally, for the IoT UE, the repetition period may last for a long time, e.g. several seconds or even tens of seconds. For each HARQ process, the LTE NB-IoT transmission time is “slot duration * number of repetitions * number of resources units * number of slots in resource unit”. When considering the largest number of repetitions, number of resources units (RU), number of slot in RU, the maximum transmission time could be 0.5 ms * 128 * 10 * 16 = 10240 ms for 15kHz SCS or 2 ms * 128 * 10 * 16 = 40960 ms for 3.75kHz SCS. 
The issue is that the GNSS validity timer may expire during such a long repetition period. Since the UE and network are both aware of the GNSS validity timer and the duration of the repetitions it could be considered to allow the UE to perform a GNSS measurement during the repetitions by creating a GNSS measurement gap at a known point in time within the repetition period. The actual adjustment of the time and/or frequency, based partially on the GNSS, is already enabled by the segmented uplink transmission agreed in release 17.
Proposal 13: Enabling a GNSS measurement gap during a long repetition period for IoT should be studied.
Additional aspects of long connections in IoT NTN
[bookmark: OLE_LINK1]PUSCH/PRACH transmission
The release 18 objective on “improved GNSS operations for a new position fix for UE pre-compensation during long connection times” entails the UE is receiving and/or transmitting data for long periods of time, with time/frequency precompensation and channel status changing along with satellite moving and the changing of the serving beam. This has implications for some features, which were defined in release 17 including the use of segment durations for uplink and also for the potential continuation of data transfer after a cell reselection, which was not considered in release 17 due to the assumption of short connection time.
Configuration of segment for long uplink transmission
In release 17 the use of transmission segments within a transmission block of 256 ms was specified to perform TA error compensation due to time drift caused by the satellite movement. 
However, the case where multiple blocks of 256 ms are used for long uplink was not discussed in detail. During the transmission period of the multiple blocks, the TA drift rate will dramatically change due to the wide range of elevation angle of the satellite as the satellite moves along the orbit. Therefore, it can be needed to update the segment configuration during the repetition period. That will however increase signaling overhead with additional delay and some risk of link failure during a long UL transmission. Also, to avoid such segment configuration update, a single segment configuration can be provided and set to the shortest segment duration that is commonly applicable to UE in any elevation angle. However, this will also result in more frequent TA adjustments than necessary, thus adding to the UE processing complexity. Moreover, half-duplex UE transmitting in uplink cannot receive the downlink data indicating a segment change. Therefore, a half-duplex UE needs to complete all current uplink repetitions before changing uplink segment size according to a downlink indication.  
Observation 8: Over a long uplink transmission the elevation angle change will cause large variation of TA drift rate.
Observation 9: Different segment sizes may be needed depending on the TA drift rate, which changes with satellite movement. 
For example, a previous contribution (R1-2110808) has demonstrated that for low elevation angles (10-50 degrees) the maximum segment duration, which can comply with the transmission timing requirements is 16-32 ms, while for higher angles up to a full block (256 ms) is possible. However, since the network can currently only configure one segment per transmission, the network has to pick the smaller value, e.g. 32 ms. This means that the UE at higher elevation angles will have to perform the TA evaluation at the “segment end” up to 8x (256 ms / 32 ms) as frequent as needed. In the scenario, where the TA is growing the device, which is only capable of dropping a complete subframe will also be dropping 8 subframes instead of 1 subframe i.e. a considerable loss of repetitions.
One approach to handle the issue of need for different segment sizes during a long uplink transmission is to configure multiple segment sizes, such that UE can switch from one segment size to the next during a single transmission. This will provide for a better tradeoff between segment duration and segment configuration signaling overhead.
[bookmark: OLE_LINK9]Proposal 14: RAN1 to discuss how to configure multiple segment sizes for an uplink transmission. 
[bookmark: _Hlk114739875]Expiry of satellite assistance information validity timer
[bookmark: _Hlk114739891]An additional issue, which needs to be considered for the scenario of long connections is that the validity timer for satellite assistance information (ephemeris and common TA) may expire during a transmission relying on repetitions. The reason is that the validity timer is based on the Epoch time of the information, while the UE’s transmission can start at any time. Thus, it may happen that a UE’s transmission is scheduled to start near the expiry of the validity timer of the satellite assistance information.
Observation 10: The satellite assistance information validity timer may expire during a UE’s uplink transmission using repetitions.
When the validity timer has expired the UE would need to reacquire the satellite assistance information, before it can continue the transmission of the repetitions. This is required to ensure synchronized uplink transmissions. The RRC specification (TS 36.33) defines the UE can acquire SIB31 while RRC Connected, but also that the UE has to consider the UL synchronization is lost (on lower layers) until the new satellite assistance information is acquired. Thus, the UE is unable to continue the repetitions as long as T318 is running.
	[bookmark: _Toc83790224][bookmark: _Toc100790996]5.2.2.39	Actions upon reception of SystemInformationBlockType31
Upon receiving SystemInformationBlockType31 (SystemInformationBlockType31-NB), the UE shall:
1>	start or restart timer T317 with the duration ul-SyncValidityDuration from the subframe indicated by epochTime.

5.3.18	T317 expiry
The UE shall:
1>	if in RRC_CONNECTED:
2>	inform lower layers that the UL synchronisation is lost;
2>	start timer T318;
2>	acquire SystemInformationBlockType31 (SystemInformationBlockType31-NB in NB-IoT) as specified in 5.2.2;
2>	upon successful acquisition of SystemInformationBlockType31 (SystemInformationBlockType31-NB in NB-IoT):
3>	stop timer T318;
3>	inform lower layers that the UL synchronisation is restored;
NOTE:	SystemInformationBlockType31 (SystemInformationBlockType31-NB in NB-IoT) may be broadcast on a different narrowband or different NB-IoT carrier than the one configured to the UE.

[bookmark: _Toc20486868][bookmark: _Toc29342160][bookmark: _Toc29343299][bookmark: _Toc36566550][bookmark: _Toc36809964][bookmark: _Toc36846328][bookmark: _Toc36938981][bookmark: _Toc37081961][bookmark: _Toc46480588][bookmark: _Toc46481822][bookmark: _Toc46483056][bookmark: _Toc100791130]5.3.11.3	Detection of radio link failure
The UE shall:
...
1>	upon T318 expiry; or
2>	consider radio link failure to be detected for the MCG i.e. RLF;
2>	else:
3>	if AS security has not been activated:
4>	if the UE is a NB-IoT UE:
5>	if the UE is connected to EPC and the UE supports RRC connection re-establishment for the Control Plane CIoT EPS optimisation; or
5>	if the UE is connected to 5GC, the UE supports RRC connection re-establishment for the Control Plane CIoT 5GS optimisation and the UE is configured with a truncated 5G-S-TMSI:
6>	initiate the RRC connection re-establishment procedure as specified in 5.3.7;
5>	else:
6>	perform the actions upon leaving RRC_CONNECTED as specified in 5.3.12, with release cause 'RRC connection failure';
4>	else:
5>	perform the actions upon leaving RRC_CONNECTED as specified in 5.3.12, with release cause 'other';
3>	else:
4>	initiate the connection re-establishment procedure as specified in 5.3.7;


The time required by the UE to acquire the satellite assistance information depends on the current coverage conditions and UE capability. Therefore it may be difficult for the network to predict when the device has acquire the information and is ready to continue the communication. If the satellite assistance information reacquisition is occurring within a set of repetitions it is important for the UE and network to be aligned, because the UE will have to stop transmission of the repetitions.
Figure 2 illustrates a timeline where the UE has acquired the satellite assistance information and started the validity duration timer T317. Later the UE starts transmission of repetitions, but at some point the T317 expires and UE has to reacquire the satellite assistance information, while T318 is running. During this period the UE cannot transmit, because it has to consider the UL synchronization is lost. This lack of repetitions may be confusing to the network receiver and it is an open question whether the UE can continue the repetitions after starting a new T317 timer.
[image: ]
[bookmark: _Ref115081822]Figure 2 Timeline for UE acquiring satellite assistance information during a repetition period.
Therefore, RAN1 should study how the UE can acquire satellite assistance information during an uplink repetition period.
Proposal 15: How the UE can acquire satellite assistance information during an uplink repetition period should be studied.
Additionally, when new satellite assistance information is applied by the UE performing uplink transmission repetitions, the TA for the remaining repetitions may be different from the previous repetitions. This may be problematic to the network receiver, but based on the release 17 agreements on segmented uplink transmissions it is feasible as long as the network receiver is aware of how the UE is adapting the TA of the repetitions.
Continuation of repetitions between two NTN cells 
The IoT technologies rely on, among others, repetitions to improve the link budget. 
The transmission times of 10 s and 40 s, as mentioned above, can be larger than the time the UE is served by a single cell in the LEO scenarios. For example, the maximum coverage time of one cell may be 50 km / 7.56 km/s =6.6 s based on the assumption of 50km satellite beam diameter for set 1, or 234 km /7.56 km/s = 31s for set 3 with 234km satellite beam diameter.
Thus, the issue is that the NB-IoT NTN UE in many cases can not complete the scheduled number of repetitions before performing a cell reselection. Even if the number of repetitions for example only lead to a total transmission time, which is half of the coverage time (i.e. 3.3 s for the 50 km cell) this will result in the network only being able to schedule such UEs in the first half of the coverage time. This will limit the spectral efficiency and increase the latency.
The issues are illustrated in Figure 3, where it can be seen how the link budget is limited by use of less repetitions than what is actually required by the current coverage conditions for the UE. In the first scenario, the UE will receive/transmit less repetitions, because the serving cell A is no longer available, while in the second scenario a UE that starts transmission/reception late in cell A has to rely on even less repetitions.
[image: ]
[bookmark: _Ref115083946]Figure 3 Timeline for use of repetitions during cell change.
A potential solution could be to enable repetition continuation for the HARQ process from one cell to another. When considering the transparent scenario, at least intra-satellite mobility would entail the two cells most likely originate from the same eNB and thus transfer of received bits would be an eNB-internal process. The target would be to enable the data transfer to continue after a cell reselection instead of restarting. Likewise, the procedure could be for handovers in eMTC and should support both uplink and downlink data transfes.
If such functionality is not supported it will limit the number of repetitions, which the network can schedule in uplink and downlink, and therefore also the coverage, because the link budget depends on the number of repetitions. 
Thus, it is suggested that RAN1 can consider if such continiuation is feasible on the PHY layer in terms of keeping soft bits/repetition data, while solutions on higher layer RLC can also be envisioned. This is required to support the long connection times, which are envisioned by the objective in release 18
Proposal 16: RAN1 should discuss the issue of repetition continuation between two NTN cells. 
[bookmark: _Hlk68691077]Conclusion
In this contribution, we discussed time and frequency synchronization for NB-IoT/eMTC over NTN, our observations and proposals are presented as following:
Observation 1: Common understanding on GNSS measurement gap in time domain between UE and network is needed.
Observation 2: GNSS measurement outside Active Time of DRX is not feasible, because it requires long DRX cycles and results in too frequent GNSS measurement opportunities.
Observation 3: Multiple IoT UEs with different capability, mobility state and channel status may request different GNSS measurement gaps.
Observation 4: UE may not be aware that it is moving during a long connection (uplink repetitions), because it cannot use the GNSS simultaneously. The UE movement will result in misaligned transmission timing.
Observation 5: Network can attempt closed-loop correction of transmission errors, caused by inacurrate UE location information, but it is not feasible to correct frequency-domain errors. Furthermore, UE cannot receive network’s TA Commands during a long repetition period.
Observation 6: UE may be aware of its own movement based on RRC Idle mobility state or GNSS positions changing.
Observation 7: network can provide common GNSS measurement gap configurations for different UE mobility states.
Observation 8: Over a long uplink transmission the elevation angle change will cause large variation of TA drift rate.
Observation 9: Different segment sizes may be needed depending on the TA drift rate, which changes with satellite movement. 
Observation 10: The satellite assistance information validity timer may expire during a UE’s uplink transmission using repetitions.

Proposal 1: the release 18 must ensure the UE can obtain a new GNSS position fix during the “long” connection and remain RRC Connected to minimize the impact on UE energy consumption, signaling overhead and latency.
Proposal 2: GNSS measurement gap in CONNECTED mode should be specified for a new GNSS measurement before the GNSS position is outdated.
Proposal 3: Overhead reduction should be considered for selection of GNSS measurement gap and coordination between UE and eNB.
Proposal 4: GNSS error caused by UE movement should be studied and solved.
Proposal 5: RAN1 to discuss network detection of UE movement based on uplink transmission drift and subsequent network triggering of UE’s GNSS measurement.
Proposal 6: RAN1 to discuss how the network can handle UEs, which are aware they will need a GNSS measurement gap in an upcoming long RRC Connection.
Proposal 7: RAN1 to discuss use of common GNSS measurement gap configurations to effectively support many moving UEs.
Proposal 8: RAN1 to discuss whether GNSS reacquisition is always needed for short RRC Idle periods during a long data transmission duration.
Proposal 9: RAN1 to discuss network configuring periodic/aperiodic GNSS measurement gap for the UE via RRC signaling. 
Proposal 10: RAN1 to further discuss UE providing updated assistance information and/or indication to reset the GNSS validity duration timer after a successful GNSS measurement.
Proposal 11: RAN1 to discuss the possibility of network extending a UE’s GNSS validity timer.
Proposal 12: To save power consumption and latency, keeping RRC connection and new UL synchronization after re-acquiring GNSS should be considered for long term connnection, instead of going back to IDLE mode.
Proposal 13: Enabling a GNSS measurement gap during a long repetition period for IoT should be studied.
Proposal 14: RAN1 to discuss how to configure multiple segment sizes for an uplink transmission. 
Proposal 15: How the UE can acquire satellite assistance information during an uplink repetition period should be studied.
Proposal 16: RAN1 should discuss the issue of repetition continuation between two NTN cells. 
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