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1. Introduction
New SI on artificial intelligence (AI)/machine learning (ML) for NR air interface was approved and three use cases were captured in the SID as follows [1].Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
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In this contribution, we discuss and provide our views on evaluation methodology and metrics for AI/ML positioning accuracy enhancement.

2. Discussions on evaluation methodology and KPI/metrics
2.1 AI/ML model fine-tuning
In RAN1#110 meeting, the evaluation to investigate potential performance benefits of model fine-tuning is encouraged as:
	Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model finetuning, report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model finetuning)
· horizontal positioning accuracy (in meters) before and after model finetuning.



Generally, the model generalization on AI/ML refers to ability to adapt and react appropriately to new dataset which is obtained from a variety of scenarios, channel conditions, training set, UE distribution, etc. In other words, how well AI/ML is able to generalize can be considered as KPI for AI/ML model.
In this context, following agreement was also made as below.
	Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.


[bookmark: _GoBack]As in above, the generalization performance for AI/ML based positioning can depend on difference or similarity between training and testing dataset. Therefore, model fine-tuning can be considered for improving generalization performance, since the fine-tuning adjusts pre-trained AI/ML model for the similar or new dataset. One issue of dataset generation is how to reflect the imperfection of ground-truth labelling for the training and/or fine-tuning. Especially, for the AI/ML assisted positioning such as LOS/NLOS identification or AoA/AoD, how to label the training/fine-tuning dataset can be challenging, therefore details can be reported by companies. 
Proposal #1: Study methods of model fine-tuning including dataset generation and delivery.

2.2 AI/ML model monitoring and intermediate performance metric
In the last meeting, it was agreed to report an intermediate performance for evaluating AI/ML assisted positioning and the detailed definition on it is to be discussed further as follows.
	Agreement
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output


Regarding the output performance of AI/ML assisted positioning, the quality of intermediate performance is related to output performance and it can be utilized as an assistance information for estimating the UE position. Moreover, it is necessary to monitor AI/ML model by considering intermediate/output performance at the same time. Based on the performance monitoring approach, the condition for AI/ML model fine-tuning/update seems to be considered further as in [2]. In this sense, the meaning of the intermediate performance of AI/ML assisted positioning can be regarded as a performance indicator of the AI/ML model monitoring performance on output performance (i.e. UE location)
For the detailed definition of the intermediate performance metric, it would be different depending on the sub use case. Moreover, details of reporting the intermediate performance is a considerable point where it is reported with the intermediate performance value in itself or the amount of difference between intermediate performance and the actual value obtained via ground-truth labelled dataset etc. Moreover, at least for the sub use case on LOS/NLOS identification, the meaning of the value range [0,1] and the corresponding format of the value where it can be reused as in Rel-17 or newly defined by taking AI/ML specific components into account are to be decided with high priority.
Proposal #2: Determine intermediate performance metric with respect to sub use case.
· At least for LOS/NLOS identification, the meaning of the value and the corresponding format is to be decided with high priority.

3. Conclusion
In this contribution, we discussed evaluation methodology and metrics for AI/ML positioning accuracy enhancement. Based on the above discussion, we have following proposals:
Proposal #1: Study methods of model fine-tuning including dataset generation and delivery.
Proposal #2: Determine intermediate performance metric with respect to sub use case.
· At least for LOS/NLOS identification, the meaning of the value and the corresponding format is to be decided with high priority.
Reference
[1] RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, Qualcomm
[2] R1-2208904, “Other aspects on AI/ML for positioning accuracy enhancement”, LG Electronics
