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1. Introduction
In the RAN1#110 meeting, several agreements related to evaluation methodology and assumptions were made. Also, some conclusions related to time-domain CSI prediction were made. This contribution discusses on evaluation methodology for AI/ML based CSI feedback enhancement. 

2. Discussions on evaluation methodology
· Baseline scheme for evaluationAgreement @ RAN1#109e
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Baseline for performance evaluation’ in the baseline of EVM is captured as follows
Baseline for performance evaluation
Companies need to report which option is used between
-        Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
-         Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.
-         FFS: Whether Type I Codebook can be optionally considered at least for performance evaluation


  As captured above, Rel-16/17 Type II CSI are selected as baseline scheme if SLS is adopted. The FFS point is whether to optionally adopt Type I CSI or not. Type I CSI consists of SD domain basis and selection matrix, and thereby it provides limited performance especially for MU-MIMO. However, required payload is relatively small (<80bits for SB reporting). On the other hand, Rel-16/17 Type II CSI consists of SD / FD basis and combining matrix. The flexibility of linear combining of multiple SD / FD domain basis provides good MU-MIMO performance at the expense of high required payload. The spatial-frequency domain CSI compression using two-sided AI/ML model is targeting Rel-16/Rel-17 Type II CSI, and the state-of-art CSI feedback mechanism is normally selected as a baseline in order to fairly compare performance. If Type I CSI is optionally selected as a baseline, the performance benefit may be exaggerated. In that sense, Type I CSI is not preferred as a baseline scheme for performance comparison purpose and Rel-16 and Rel-17 Type II CSI seem sufficient.

Proposal 1. Type I CSI is not preferred as a baseline for the AI/ML based CSI reporting.

· AI/ML model generalizationAgreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.


As captured above, agreement related to AI/ML model generalization were made in RAN1#110. In Case 1, training dataset and inference/test dataset are the same, so it can be considered as a baseline. In Case 2, training dataset and inference/test dataset are different. Case 3 employs mixed datasets for training and conducts inference/test on one dataset from a single scenario/configuration. The FFS point is whether to include another case (i.e., Case 2A) which considers fine-tuning. In our view, the exact definition of fine-tuning is firstly needed before we discussing this issue. Moreover, in the generalization perspective, Case 2A can be included in Case 3. Therefore, Case 2A and Case 3 can be merged. 

Proposal 2. For AI/ML model generalization, Case 2A and Case 3 can be merged.
· Evaluation methodology for temporal domain CSI predictionConclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
· 100% outdoor UE is assumed for UE distribution.
· FFS: whether to add O2I carpenetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
· UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
· Note: Companies to report the set/subset of speeds
· 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
· The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
· The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
· The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
· Data pre-processing/post-processing
· Loss function
· Others are not precluded

As captured above, some evaluation mythologies for temporal-domain CSI prediction were captured as a conclusion in the Chairman’s note, since this sub-use case was not chosen as another representative sub-use case. First of all, as expressed in our companion contribution [1], we are not supportive for temporal-domain CSI prediction. Instead, it is preferred to focus on the spatial-frequency domain compression considering limited time line. 


If the AI/ML based CSI prediction sub-use case is to be selected as a sub use case, there are still remaining issues on the evaluation methodology. First issue is whether to add car-penetration loss. Normally, CSI prediction is applied for high mobility scenario. In this sense, 10, 20, 30, 60 and 120km/h are assumed for UE speed. The assumption of such high speed is reasonable when UE is on the vehicle. Therefore, O2I car-penetration loss in TR 38.901 should be taken into account for evaluation of CSI prediction. The exact model is 	 where  is the basic outdoor path loss,  μ = 9, and σP = 5. 

Proposal 3. If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, O2I car-penetration loss in TR 38.901 should be taken into account for evaluation.
In Rel-18 MIMO session, spatial-frequency-time domain compression is under discussion, and agreed evaluation methodology is captured in [2]. Thus, it is preferred to re-use EVM in [2] as many as possible. First, for mobility modeling, spatial consistency procedure A and B can be considered for CSI prediction. Second, for the baseline scheme, it should be carefully determined by state-of-art scheme in order to avoid over-estimated performance gain. So, it needs to be discussed what is the reasonable baseline for the CSI predication. Lastly, assumptions on measurement / prediction window needs to be aligned in order for fair performance comparison among companies. Based on the above discussion, following is proposed.

Proposal 4. If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, at least followings need to be further discussed 
· Spatial consistency
· Reasonable baseline scheme
· Measurement / prediction window

3. Conclusion
This contribution discussed on evaluation methodology for AI/ML based CSI feedback enhancement. Based on the above discussion, following three proposals are proposed. 

Proposal 1. Type I CSI is not preferred as a baseline for the AI/ML based CSI reporting.
Proposal 2. For AI/ML model generalization, Case 2A and Case 3 can be merged.
Proposal 3. If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, O2I car-penetration loss in TR 38.901 should be taken into account for evaluation.
Proposal 4. If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, at least followings need to be further discussed 
· Spatial consistency
· Reasonable baseline scheme
· Measurement / prediction window
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