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Discussion
1      Introduction

In RAN#94e meeting, a new SID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved for Rel-18 [1] and revised in RAN#96 meeting [2]. According to the SID, some objectives regarding the potential specification impacts and sub use case should be studied. In the last RAN1 meeting, some agreements on the potential specification impact and the consideration of sub use cases of the AI/ML model have been achieved. In this contribution, we will further discuss the potential specification impact and the consideration of sub use cases for CSI feedback enhancement.
Sub use case
Spatial-frequency domain CSI compression using two-sided AI model is approved as one representative sub-use case in RAN1 109-e meeting. In our point of view, we believe that temporal-spatial-frequency domain CSI compression and CSI prediction should be given higher priority.
	Agreement 

Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 

· Note: Study of other sub use cases is not precluded.

· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.

· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.

· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion

· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.


1.1     Temporal-spatial-frequency domain CSI compression
According to the summary in the last meeting[3]，spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case to be studied.  Results from several companies at the last meeting, AI based CSI feedback compression in spatial-frequency domain can achieve higher performance compared with Rel-16 codebook baseline. We think that time-domain correlation can be considered to conduct further compression on the basis of spatial-frequency-domain CSI compression, and we believe that temporal-spatial-frequency domain CSI compression may be similar to  CSI compression in spatial-frequency domain on potential specification impact. E.g., they have similar training collaboration level, life cycle management, and so on. Hence, it is sufficient and efficient that CSI compression in temporal-spatial-frequency domain is regarded as a representative case to study. Further it is unclear whether higher gain can be obtained for AI/ML CSI compression in temporal-spatial-frequency domain.
Proposal 1: Study benefits of using AI/ML for CSI compression in Temporal-spatial-frequency domain compression.
Proposal 2: Further discuss AI/ML for CSI compression in Temporal-spatial-frequency domain compression as a possible sub-use case for CSI feedback enhancement.
1.2     CSI prediction
Due to the relative movement of gNB and UE and the time-varying characteristics of the channel, the CSI obtained by channel estimation is often out of date, which seriously affects the performance of the massive MIMO system. AI/ML-based CSI prediction is a way to compensate the time difference between CSI measurement and CSI used for DL transmission. The theories behind CSI prediction and CSI compression in time domain are similar, both of them utilize the channel correlations in time domain. But different from the purpose of CSI compression in time domain which is to reduce the feedback overhead, CSI prediction is applied to predict a future channel with high accuracy. However, the performance gain of AI based CSI prediction may need FFS.
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Fig. 2 CSI prediction
Proposal 3: The performance gain of AI based CSI prediction may need FFS.
Proposal 4: Support CSI prediction in temporal-domain using one-sided AI/ML model is selected as one representative sub use case.
2      Potential specification impact
Following agreements were made towards potential specification impact of AI/ML for CSI feedback enhancement in the last RAN1 meeting.  However, there are still issues that need further clarification and discussion.

	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:

· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.

· Type 2: Joint training of the two-sided model at network side and UE side, repectively.

· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).

· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW

· Other collaboration types are not excluded.  
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least

· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 

· CQI determination

· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least

· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:

· Assistance signaling for UE’s data collection

· Assistance signaling for gNB’s data collection

· Delivery of the datasets
……


Firstly, for AI-based compression of CSI feedback, the AI decoder on  gNB side and the AI encoder on UE side may need match to ensure performance. Therefore, the AI models deployed at the gNB and UE may need to be exchange some necessary information to form a complete AI network. In the previous meeting, Type1, Type2, Type3, Type4, four training collaborations were achieved. All these types can be used to train a two-sided AI/ML model. In our view, our goal is to study what potential specification impact need to specified for different training collaborations and how mach gain can be obtained by using AI/ML compared with legacy CSI feedback. there may be two options based on AI/ML operation with model exchange and AI/ML operation without model exchange, respectively. For AI/ML operation with model exchange，jointly train the AI/ML model at one side and deliver the AI/ML model to the other side via air interface. In the previous meeting, there has been a lot of discussion, but it is just whether AI/ML model exchange is needed, so it is not clear what specific aspects need to be standardized. For AI/ML operation without model exchange, separate training at gNB and UE with gNB-UE interaction during training, UE and gNB may share some intermediate training information as training labels so that the other side can have the knowledge on the direction of training. However, the performance without model directly exchanges needs FFS to make sure it is feasible.
Observation 1: We need further clarification what aspects should be specified or studied for air-interface enhancement with model exchange. e.g, size and format of AI model information and transmission method, signaling design on exchanging AI/ML model parameters, and so on.
Proposal 5: Further evaluation the performance impact of air-interface enhancement without model exchange.
Secondly, the potential specification impact for CSI generation model input have been discussed in the previous meeting. In general, there may be raw CSI feedback / channel or eigenvectors as the main the encoder (may include other features as well) for AI-based CSI feedback compression. However, when mixing these two encoder outputs that are generated from two different main input types (raw CSI feedback and eigenvectors) without providing any indication to the decoder, the reconstruction accuracy may be impacted. So it may be better to at least provide indication to the gNB what the main input (to the encoder at UE side) type and the CSI generation model input can be left for implementation if UE knows the input format through the indication. Potential specification impact on CSI generation model input need FFS. 
Observation 2: We need further clarification what aspects should be specified or studied for CSI generation model input. e.g, type/dimension/configuration and potential pre-processing and so on, or signalling to indicate the CSI generation model input type to gNB.
Proposal 6: Further study the potential specification impact for CSI generation model input.
Thirdly, Since the bit size and format of the CSI feedback under AI-based CSI feedback compression may different from the current codebook-based CSI feedback in the 5G NR system, so a new CSI feedback method needs to be standardized.

Proposal 7: A new CSI feedback design needs to be standardized
3      Conclusions
In this contribution, we discuss the general aspects on CSI feedback enhancement based on AI/ML network model. Following observations and proposals are made:

Proposal 1: Study benefits of using AI/ML for CSI compression in Temporal-spatial-frequency domain compression.
Proposal 2: Further discuss AI/ML for CSI compression in Temporal-spatial-frequency domain compression as a possible sub-use case for CSI feedback enhancement.
Proposal 3: The performance gain of AI based CSI prediction may need FFS.

Proposal 4: Support CSI prediction in temporal-domain using one-sided AI/ML model is selected as one representative sub use case.
Observation 1: We need further clarification what aspects should be specified or studied for air-interface enhancement with model exchange. e.g, size and format of AI model information and transmission method, signaling design on exchanging AI/ML model parameters, and so on.
Proposal 5: Further evaluation the performance impact of air-interface enhancement without model exchange.

Observation 2: We need further clarification what aspects should be specified or studied for CSI generation model input. e.g, type/dimension/configuration and potential pre-processing and so on, or signalling to indicate the CSI generation model input type to gNB.
Proposal 6: Further study the potential specification impact for CSI generation model input.
Proposal 7: A new CSI feedback design needs to be standardized.
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