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Introduction
In the RAN#94 e-meeting, a new SI to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved [1], its objectives are given in the Appendix. In the RAN1 #110 meeting [2], sub use cases and potential specification impacts for beam management have been discussed and the following agreements have been achieved.
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded


Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded

Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


 
[bookmark: _Ref114996410]Discussion on BM-Case 1
The potential benefits of AI/ML-based spatial domain beam management are that, compared to the legacy approach, the beam sweeping overhead can be reduced while still a more accurate beam selection can be facilitated.
Below in Figure 1, we have sketched an example on how the spatial domain AI/ML-based operations can be incorporated into the beam management process:
	[image: ]


[bookmark: _Ref114993708]Figure 1 – Example for spatial domain BM implemented at NW-side.
During the training phase, the NW sweeps and the UE measures all the beams from Set A which for example could be 64 or 256 beams. The UE can then return all measured L1-RSRPs (e.g., for prediction of L1-RSRP using regression problem) or it could return the L1-RSRPs for the beams included in Set B together with the optimal beam ID from Set A (e.g., for prediction of beam ID using classification problem).
During inference, the AI/ML model can be used to replace the legacy processing during P1. For example, a predefined sparse beam pattern that is covering the entire cell is swept and the UE returns the measured L1-RSRPs which then will be used as input to the AI/ML model to infer the best Top-K beams. In P2, the gNB sweeps the inferred Top-K beams and the UE may directly return the L1-RSRPs as well as the best beam ID. After the best Tx beam has been determined, the gNB may configure CSI-RS repetitions so that the UE can determine an optimal Rx beam ID in P3.  
AI/ML model input
In the last meeting it has been agreed for BM Case-1 that Set B can either be a subset of Set A (Alt.2), or that Set B can be different from Set A (Alt.1). For the latter it is understood that Set B may consist of a smaller number of wide beams whereas Set A contains a larger number of narrow beams. The corresponding agreement is shown below. In our view, both options can be studied with the same priority.
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.


Regarding further details about the AI-model input, the following conclusions have been achieved in RAN1 #109-e but were not discussed last meeting:
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


In our view, Alt.1 is straightforward to use, where our preliminary simulation results have shown good performances [3], and the evaluation of this approach is simple to align across companies.
Alt.2 contains many sub-options. Studying all of them would consume non-trivial efforts. Therefore, if the group wants to continue with Alt.2, down-selection within Alt.2 seems to be required. Before the start of this down-selection process, some of the sub-options might need to be precluded, such as angle, shape, boresight, 3dB bandwidth of the Tx/Rx beam, because they are implementation dependent and should not be shared with the node of the opposite side. Also it should be noted that as opposed to measurements on Set B, assistance information is not mandatory for supporting AI/ML solutions, but more for potential optimization.
Alt.3 has had very little support during the last meetings and we suggest to down-prioritize this option unless clear gains are justified with evaluations by a considerable number of companies.
Alt.4 can provide the Tx/Rx beam ID as the additional input to the AI/ML model. This can be useful especially when the AI/ML model is deployed at the UE-side. Since the UE may not know which beam pattern is used by the gNB in the case the Set B beam pattern varies, the presence of the beam ID helps to determine which subset of Set A is configured for Set B. But there are other candidate solutions which may potentially alleviate the unknown Set B beam pattern at the UE-side such as training dataset mixing over multiple Set B patterns, given that the number of Set B patterns is not likely to be too large, nor would it change frequently or randomly in realistic network. Alt.4 can also be studied if performance gain is justified.
Based on the above discussion we are making the following proposal:
[bookmark: _Ref115359157]Proposal 1: For the BM-Case 1 study of the AI/ML model input, 
· Alt.1 (Only L1-RSRP for Set B) should be studied with high priority. 
· Alt.2 (L1-RSRP for Set B and assistance information), if studied, should preclude assistance information that requires the disclosure of propriety information to the opposite node.
· Alt.4 (L1-RSRP for Set B and DL Tx and/or Rx beam ID) can be studied if benefits are justified by evaluation
It should be noted that different views were expressed whether Set B should consist of variable or fixed patterns. Since fixed beam patterns are straight forward as opposed to a variable pattern, and it is not likely for the gNB to frequently/randomly change the beam sweeping among a large number of candidate patterns; in this sense, it is our view that the benefits of variable patterns should be justified in AI/ML 9.2.3.1 by evaluation before their spec impact is going to be discussed. 
[bookmark: _Ref115359180]Proposal 2: For the study of AI/ML model input, consider a fixed beam as a starting point. 
[bookmark: _Ref114996430]Discussion on BM-Case 2
The potential benefit with AI/ML-based temporal domain beam prediction is that the best future beam ID can be predicted, which can be important in case of UE mobility to improve the performance with significant lower overhead compared to conventional full beam sweeping.
Below in Figure 2, we have sketched how the AI/ML-based operations can be incorporated into the temporal beam management process under the assumption that the AI/ML model is deployed at the NW-side:
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[bookmark: _Ref114904910]Figure 2 – Example for temporal domain BM implemented at the NW-side.
During the training phase for observation, the NW sweeps Set B and Set A, and the UE measures all the beams from Set B and Set A. The UE may then return the L1-RSRPs for the beams corresponding to Set B. Then, still during training, in the prediction window, the gNB again sweeps all beams from Set A and the UE returns the best beam ID. The AI/ML model can then learn the relationship between the L1-RSRPs for the sparse beams during the observation window and the best beam ID at the prediction time instant.
During inference, the gNB sweeps the beams from Set B during P1 in the observation window and infers the Top-K Tx beams. At the prediction window instants, the Top-K beams are swept to determine the final best Tx beam.
AI/ML model input
Regarding further details about the AI-model input, the following conclusion has been achieved in RAN1#109-e, which was not further discussed in the last meeting:
	Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


In our view, similar to BM-Case 1, Alt.1 is straightforward to use especially for evaluation and also simple to align across companies; the study of Alt.2 should guarantee that the assistance information should not disclose proprietary, such as angle, shape, boresight, 3dB bandwidth of the Tx/Rx beam; Alt.3 may be helpful when the AI/ML model is deployed at the UE-side, yet whether there are other candidates which do not need the beam ID information can be studied and evaluated.
We are therefore making the following proposal:
[bookmark: _Ref115359207]Proposal 3: For the BM-Case 2 study of the AI/ML model input, 
· Alt.1 (Only L1-RSRP for Set B) should be studied with high priority. 
· Alt.2 (L1-RSRP for Set B and assistance information), if studied, should preclude assistance information that requires the disclosure of propriety information to the opposite node.
· Alt.3 (L1-RSRP for Set B and DL Tx and/or Rx beam ID) can be studied after benefits are justified by evaluation.
Relationship between Set A and Set B
In the last meeting, the following agreement was achieved for BM-Case 2:
	Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


Several companies have brought forward that temporal and spatial domain beam management should be evaluated separately from each other, and thereby it has been suggested to isolate the impact of time-domain beam prediction and Alt.3 should be used. In our view, however, when evaluating AI/ML-based beam management, not only performance, but also other important KPIs need to be considered. Alt.3 is useful to isolate the performance impact of temporal domain prediction for the UE of interest, but at the same time, it results into a large beam sweeping overhead during the observation phase, introduces interference to other UEs in other cells, and very importantly, can cause compatibility issues with non-AI/ML-based UEs which would operate on the beams within a sparse set or on wide SSB beams. Therefore, Alt.3 may not be a practical way to be configured in the network. For the evaluation purpose, we may optionally consider Alt.3 as a reference to provide insights on isolated performance gains of the temporal domain prediction only, but for the spec impact perspective, we understand Alt.1/2 are more practical and should be studied with higher priority.
[bookmark: _Ref115360083]Observation 1: For the alternatives of the Set A and Set B relationship under BM-Case 2, Alt.3 (Set A and Set B are the same)
· Can inflict compatibility issues with non-AI/ML-based UEs
· Results into a large beam sweeping overhead during the observation phase
· May cause unnecessary high interference to cells from neighbor UEs.
Therefore, it is our view that Alt.1 and Alt.2 should be given priority for the evaluation and that Alt.3 should only be considered as a reference for performance evaluation. We are making the following proposal.
[bookmark: _Ref115359212]Proposal 4: For the study of the alternatives of the Set A and Set B relationship under BM-Case 2,
· Prioritize the study of Alt.1 (Set A and Set B are different) and Alt.2 (Set B is a subset of Set A).
· Alt.3 (Set A and Set B are the same) can be optionally used for performance comparison in evaluations.
Discussion on generic issues of BM-Case 1 and BM-Case 2
AI/ML model output
In the discussions during RAN1#110, following agreement was made for the possible options on the AI/ML model output.
	Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, L1-RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


As per our view, an efficient utilization of the AI/ML model would be to deploy it at the NW-side to replace the legacy processing during P1. Alt.1 is a straightforward alternative, and includes two mainstream AI/ML-based beam prediction methods already, i.e., RSRP prediction and beam ID prediction. Therefore, it is our view that the Tx beams should be the output of the AI/ML model which corresponds to Alt.1. From our evaluation results [3] we have seen significant benefits with Alt.1 with predicted Tx beam ID only, while the detailed AI/ML model description and how much additional benefits on top of that should be clarified and justified for Alt.2 and Alt.3 before proceeding with the discussions on the potential spec impact. 
Also if the AI/ML model is deployed at the UE-side, we think that Alt.1 is straightforward. Here, the N DL beams can be inferred and the Top-N (or say Top-K) beams are reported back to the gNB.
In addition, Alt.3 is a sub-case of Alt.2. For the comparison of results across companies, we think that Alt.2 has too many sub-options and would be a too diversified direction. Therefore, we think that Alt.1 should be the baseline for further evaluation. For Alt.2, a down-selection among its sub-options is required firstly.
[bookmark: _Ref115360100]Observation 2: For the alternatives for AI/ML output for BM-Case 1 and BM-Case 2, Alt. 2 (beam ID and other information) has too many sub-options and for its further study a down-selection within Alt.2 is necessary. Alt. 3 (beam angle and RSRP) can be seen as a further sub-option of Alt.2.
[bookmark: _Ref115359235]Proposal 5: For BM-Case1 and BM-Case2, consider Alt. 1 as the baseline for the assumption on the AI/ML model output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the Top-N predicted beams
AI/ML prediction mechanisms
In the last meeting, RAN1 has made the following agreement about the prediction mechanism of the AI/ML model.
	Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


In our view Alt.1 is the most straightforward way and should be studied further with highest priority. In the legacy beam management procedure, P1/P2 is used for Tx beam sweeping, while P3 configured with repetition is used for Rx beam sweeping. For Alt.1, it is a naturally replacement of the legacy processing during P1 and P2 and can easily be integrated into the existing procedure. Also, it should be noted that the Rx beams used by the UE are implementation specific and may vary over time and differ over UEs. Therefore, in contrast with Tx-Rx pair prediction, the Tx beam prediction is simpler and flexible, as the Tx beam prediction procedure remains the same regardless the used Rx beam number/pattern.
Alt.2, is up to UE implementation as per our understanding. In addition, for Alt.2, the expected benefit may be rather small compared to Alt.1, since the number of Rx beams is much smaller compared to the number of Tx beams at the NW-side. With Tx beam prediction, the overhead can be reduced significantly when going from 64 (or even 256) beams in Set A down to 16 beams in Set B, whereas on the UE-side one might only reduce from 4 in Set A to 2 or 3 beams in Set B which is marginal gain (if Set B goes down to 1, the performance may be largely shrunk). Also, since the UE beams are much wider in general, the prediction gain would be limited.
For Alt.3, we see some benefit for simultaneous beam prediction, at least when the AI/ML model is deployed at the UE-side. If Alt.3 would be used at the NW-side, however, the situation is more complicated, since NW has to know the Rx beam numbers and patterns that are supported by the UE for training and the currently adopted Rx beam number/pattern by UE for inference. Such awareness increases the complexity for gNB implementation as the numbers/patterns may vary over time and differ over UEs. If the UE is changing its pattern, e.g. for power saving purposes, the gNB might be required to change or update its AI/ML model; alternatively, a generalized model is trained at NW for multiple UE realizations which may become cumbersome. On the other hand, even if the model is at UE-side, NW still needs to know the Rx beam number to interpret the reported beam pair ID (which involves Rx beam ID). Hence, the operation of Tx-Rx beam pair prediction is less flexible than Tx beam prediction.
Based on the above discussion we are making the following observations and proposal:
[bookmark: _Ref115360112]Observation 3: For the beam prediction mechanisms for BM-Case1 and BM-Case2, Alt.1 (DL Tx beam prediction) is a natural replacement of the legacy P1/P2 procedure for Tx beam sweeping, and is compatible to the number/pattern of Rx beams.
[bookmark: _Ref115360204]Observation 4: For the beam prediction mechanisms for BM-Case1 and BM-Case2, the performance gain of Alt.2 (DL Rx beam prediction) may be limited due to a relatively small number of wide Rx beams at UE.
[bookmark: _Ref115360216]Observation 5: For the beam prediction mechanisms for BM-Case1 and BM-Case2, Alt.3 (beam pair prediction) needs NW to be aware of the numbers/patterns of Rx beams and is less flexible in case of varying Rx beams.
[bookmark: _Ref115359664]Proposal 6: For the beam prediction mechanisms for BM-Case1 and BM-Case2, consider Alt.1 (DL Tx beam prediction) as a starting point due to its simplicity and flexibility.
[bookmark: _Hlk30969022]Specification impact
In the last meeting the following proposal was made that is related to data collection for life cycle management [3].
	Proposal 2.6.1c: For the sub use case BM-Case1 and BM-Case2, support to investigate the necessity and/or specification impacts from the following aspects
· New or enhanced mechanism(s) to facilitate data collection for UE/NW model operations (e.g., training) 
· Note1: Online training and/or offline training is a separate discussion
· New or enhanced mechanism(s) to facilitate AI/ML inference
· New or enhanced mechanism(s) to facilitate AI/ML model activation/deactivation/selection/switching and fall-back operation
· New or enhanced mechanism(s) to facilitate AI/ML model performance monitoring
· AI-related UE capability and reporting
· Note2: mechanism(s) may include procedure, signaling, reference signal, reporting
· Note3: Other aspect(s) is not precluded
· Note4: the above study should consider the associated collaboration levels


In our view, some of the procedures in the life cycle management can be more or less common to all use cases, such as [model registration], [model configuration], model activation/deactivation, selection, model switching, and the discussion can be carried out in [4].
In this section, the spec impacts of the procedures in life cycle management specific to beam management use cases are discussed in individual sub sections in below, including training, updating, deployment, data collection, inference, monitoring, fallback, and UE capability. For [model registration], and [model configuration], they can be FFS after the definition is clear.
[bookmark: _Ref115359669]Proposal 7: For the study of life cycle management for beam management use case, discuss use case specific procedures in 9.2.3.2, including training, updating, deployment, data collection, inference, monitoring, fallback, and UE capability.
· FFS: [model registration], and [model configuration]
Deployment of the AI/ML model
In the last meeting, it was discussed whether to have training and inference only at the same node or also at different nodes. There was a clear majority to at least study training and inference at the same node. This should be the first priority in our view.
[bookmark: _Ref115359674]Proposal 8: Training and inference at the same side is preferred and should be the baseline. 
Training
Following the discussion from the last meeting, whether to perform online/offline training is a separate discussion. In our view, for the NW-side mode, model training is up to implementation, regardless if it is online or offline. Only UE-side or two-sided models would need further study on online/offline training, so there is no urgent need to prioritize online/offline training in the current stage until more progress about the model deployment has been made. 
Additionally, it should be noted that the discussion on online/offline training should be separated from data collection and dataset delivery via air-interface or non-air-interface as also discussed in [5].
[bookmark: _Ref115360220]Observation 6: For NW-side operation mode, model training under online/offline manner is up to implementation.
[bookmark: _Ref115359904]Proposal 9: If an online/offline discussion shall be conducted for the UE-side operation, this discussion should be kept separated from the issue whether data set collection is via air-interface or non-air-interface.
[bookmark: _Ref114993336]Data collection
In the last meeting the following agreement was achieved for data collection:
	Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded


For the data collection spec impact may be needed for data collection of real networks. This is to enable the NW or UE can update the model on demand to adapt to a diverse and varying channel environment. 
To further discuss the potential spec impact for the above agreement, the potential spec impact on reference signals may include: enhanced RS design to perform AI/ML specific RSRP measurement and the enhancement of the RS to conduct to more accurate measurement of data samples.
The potential spec impact on measurement/report may include: enhanced UE measurement/report, such as new RSRP and/or SSBRI/CRI report behavior. E.g., larger number of RSRPs is to be reported to generate the labels and AI/ML inputs, or larger number of beam IDs is to be reported as the AI/ML outputs, as opposed to the legacy mode where only the best RSRP(s) are reported. In addition, when Set B is a subset of Set A, the mapping relationship between Set B and Set A may need to be aligned, e.g., which subset within Set A is configured as Set B.
For the potential spec impact on content/type of the collected data, the data of the Set A/Set B can be still the legacy RSRP and SSBRI/CRI as a starting point, while the number of reported RSRP or beam IDs may be increased as mentioned above. As discussed in Section 2 and Section 3, the assistance information, if studied, should not disclose proprietary information.
For the signaling/configuration, it may include signaling to trigger/configure the data collection by gNB or signaling to request the data collection by UE. In particular, if the data collection is requested by UE for UE-side training, the training related information needs to be reported as part of the request also, such as the required Set A/Set B configurations, required dataset size, etc.
Accordingly, we have the following proposal for AI/ML-based data collection:
[bookmark: _Ref115359909]Proposal 10: RAN1 to further study the potential spec impact of data collection from a realistic network for training from the following aspects:
· For reference signal, enhanced RS design can be considered, e.g., RS design for AI/ML specific RSRP measurement and enhancement of RS for improving data sample accuracy
· For UE measurement/report, new RSRP and/or CRI/SSBRI report behavior can be considered
· For the signaling/configuration, signaling to trigger/configure/request data collection window can be considered
Monitoring
In the last meeting the following agreement was achieved for monitoring:
	Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded


Performance metric(s)
As discussed in [5], the monitoring metric can be intermediate results or the eventual KPI. For the AI/ML-based beam management case, examples of the eventual KPI include throughput, RSRP, SINR, etc., which can be obtained with legacy approaches. Examples of the intermediate KPI include the predicted beam/RSRP accuracy, which can be calculated by comparing the accuracy of the predicted beam to the genie-aided Top beam or the gap between the RSRP of the predicted beam with the RSRP of the genie-aided Top beam as has been discussed at 9.2.3.1.
Benchmark for performance comparison
For the benchmark of performance comparison, the non-AI/ML-based beam management can be considered as a starting point, thus the co-existence of AI/ML-based BM and non-AI/ML-based BM should be supported. In particular, for the BM-Case 2, the benchmark can be either sample-and-hold, or other non-AI/ML-based algorithms, which is up to implementation. The fallback to the non-AI/ML mode or say the co-existence between AI/ML mode and the non-AI/ML mode may need spec impact.
Operation mode for monitoring
For the signaling/configuration for model monitoring, there are then different options that should be discussed in RAN1. 
One option is that the AI/ML model is totally monitored by UE, where UE measures the RS, calculates the metrics, and makes the monitoring decision to activate/deactivate/update/switch AI/ML model. This applies to the UE-side model, where the NW may or may not be aware of the monitoring procedure. However, in order to better ensure the network performance, it is still preferred the NW takes responsibility for making decision of the monitoring as analyzed in the following two options. 
A second option is that the AI/ML model is jointly monitored by both NW and UE, where UE measures the RS, calculates performance metrics and reports the metrics, e.g., predicted beam/RSRP accuracy, to NW; NW then makes the monitoring decisions. This applies to both the NW-side model and the UE-side model.
A third option is that the AI/ML model is totally monitored by NW, where UE measures the RS and reports the measurement results, e.g., RSRP(s), predicted beam ID, best beam ID(s), etc., to NW; NW then calculates the metrics, e.g. predicted beam/RSRP accuracy, based on the report, and then makes monitoring decisions. The eventual KPI of throughput, RSRP, SINR can also be used as metrics for monitoring. This option can be applied to both the NW-side model and the UE-side model.
For the second option and the third option, the monitoring procedure can be configured with periodic manner or triggered with on-demand manner. 
[bookmark: _Ref115359928]Proposal 11: For the spec impact of model monitoring, RAN1 studies the following options for performance metrics:
· Intermediate results, e.g., predicted beam/RSRP accuracy.
· Eventual KPI, e.g., RSRP, throughput, etc.
[bookmark: _Ref115359980]Proposal 12: For the spec impact of model monitoring, consider the following operation modes for monitoring:
· NW monitoring mode, where UE reports the measurement results (e.g., RSRPs, predicted beam ID, best beam ID) to NW, and NW makes the monitoring decisions (e.g., model activation/deactivation/updating/switching).
· Joint monitoring of NW and UE, where UE performs measurement, calculates performance metrics (e.g., predicted beam/RSRP accuracy) and reports to NW, and NW makes monitoring decisions.
· UE monitoring mode, where UE performs measurement, calculates performance metrics and makes monitoring decisions.
Inference 
In the last meeting, the following agreement has been achieved related to AI/ML model inference: 
	Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded


Similar to our discussions in previous sections, the new UE measurement/reporting can include: larger number of RSRPs reported for Set B as the inference input, or larger number of beam IDs reported as the Top-K of inference output, etc. The enhanced signaling for configuring the AI/ML-based measurement may indicate the relationship between Set A and Set B, e.g., when Set B is a subset of Set A, the mapping relationship between Set B beams/resources to Set A beams/resources. The assistance information should not disclose the proprietary to the other side.
UE capability report
AI/ML-based beam prediction should be reported based on UE capability, aspects that could be studied to be reported are for example, 
· Capability of data collection
· Capability of model training
· Capability of inference latency (e.g., timeline of predicted beam reporting)
· Capability of monitoring
· Capability of models switching
· Capability of model updating
But in general we think that the UE capability discussion at this stage is too early and can be started after more progress has been done on the schemes themselves and the related spec impact for training, inference and monitoring.
Proposal 13: Study the potential specification impact for UE capability, including the following aspects as a starting point: data collection, model training, inference latency, monitoring, models switching, model updating. Details can be discussed until further progress has been made for schemes themselves and their related spec impact.
Conclusions
In this paper we have discussed beam management in the spatial (BM-Case 1) and temporal (BM-Case 2) domain. We are making the following observations and proposals:
Proposal 1: For the BM-Case 1 study of the AI/ML model input, 
· Alt.1 (Only L1-RSRP for Set B) should be studied with high priority. 
· Alt.2 (L1-RSRP for Set B and assistance information), if studied, should preclude assistance information that requires the disclosure of propriety information to the opposite node.
· Alt.4 (L1-RSRP for Set B and DL Tx and/or Rx beam ID) can be studied if benefits are justified by evaluation
Proposal 2: For the study of AI/ML model input, consider a fixed beam as a starting point. 
Proposal 3: For the BM-Case 2 study of the AI/ML model input, 
· Alt.1 (Only L1-RSRP for Set B) should be studied with high priority. 
· Alt.2 (L1-RSRP for Set B and assistance information), if studied, should preclude assistance information that requires the disclosure of propriety information to the opposite node.
· Alt.3 (L1-RSRP for Set B and DL Tx and/or Rx beam ID) can be studied after benefits are justified by evaluation.
Proposal 4: For the study of the alternatives of the Set A and Set B relationship under BM-Case 2,
· Prioritize the study of Alt.1 (Set A and Set B are different) and Alt.2 (Set B is a subset of Set A).
· Alt.3 (Set A and Set B are the same) can be optionally used for performance comparison in evaluations.
Proposal 5: For BM-Case1 and BM-Case2, consider Alt. 1 as the baseline for the assumption on the AI/ML model output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the Top-N predicted beams
Proposal 6: For the beam prediction mechanisms for BM-Case1 and BM-Case2, consider Alt.1 (DL Tx beam prediction) as a starting point due to its simplicity and flexibility.
Proposal 7: For the study of life cycle management for beam management use case, discuss use case specific procedures in 9.2.3.2, including training, updating, deployment, data collection, inference, monitoring, fallback, and UE capability.
· FFS: [model registration], and [model configuration]
Proposal 8: Training and inference at the same side is preferred and should be the baseline. 
Proposal 9: If an online/offline discussion shall be conducted for the UE-side operation, this discussion should be kept separated from the issue whether data set collection is via air-interface or non-air-interface.
Proposal 10: RAN1 to further study the potential spec impact of data collection from a realistic network for training from the following aspects:
· For reference signal, enhanced RS design can be considered, e.g., RS design for AI/ML specific RSRP measurement and enhancement of RS for improving data sample accuracy
· For UE measurement/report, new RSRP and/or CRI/SSBRI report behavior can be considered
· For the signaling/configuration, signaling to trigger/configure/request data collection window can be considered
Proposal 11: For the spec impact of model monitoring, RAN1 studies the following options for performance metrics:
· Intermediate results, e.g., predicted beam/RSRP accuracy.
· Eventual KPI, e.g., RSRP, throughput, etc.
Proposal 12: For the spec impact of model monitoring, consider the following operation modes for monitoring:
· NW monitoring mode, where UE reports the measurement results (e.g., RSRPs, predicted beam ID, best beam ID) to NW, and NW makes the monitoring decisions (e.g., model activation/deactivation/updating/switching).
· Joint monitoring of NW and UE, where UE performs measurement, calculates performance metrics (e.g., predicted beam/RSRP accuracy) and reports to NW, and NW makes monitoring decisions.
· UE monitoring mode, where UE performs measurement, calculates performance metrics and makes monitoring decisions.
Proposal 13: Study the potential specification impact for UE capability, including the following aspects as a starting point: data collection, model training, inference latency, monitoring, models switching, model updating. Details can be discussed until further progress has been made for schemes themselves and their related spec impact.
Observation 1: For the alternatives of the Set A and Set B relationship under BM-Case 2, Alt.3 (Set A and Set B are the same)
· Can inflict compatibility issues with non-AI/ML-based UEs
· Results into a large beam sweeping overhead during the observation phase
· May cause unnecessary high interference to cells from neighbor UEs.
Observation 2: For the alternatives for AI/ML output for BM-Case 1 and BM-Case 2, Alt. 2 (beam ID and other information) has too many sub-options and for its further study a down-selection within Alt.2 is necessary. Alt. 3 (beam angle and RSRP) can be seen as a further sub-option of Alt.2.
Observation 3: For the beam prediction mechanisms for BM-Case1 and BM-Case2, Alt.1 (DL Tx beam prediction) is a natural replacement of the legacy P1/P2 procedure for Tx beam sweeping, and is compatible to the number/pattern of Rx beams.
Observation 4: For the beam prediction mechanisms for BM-Case1 and BM-Case2, the performance gain of Alt.2 (DL Rx beam prediction) may be limited due to a relatively small number of wide Rx beams at UE.
Observation 5: For the beam prediction mechanisms for BM-Case1 and BM-Case2, Alt.3 (beam pair prediction) needs NW to be aware of the numbers/patterns of Rx beams and is less flexible in case of varying Rx beams.
Observation 6: For NW-side operation mode, model training under online/offline manner is up to implementation.
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Appendix - Objectives in WID
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.


2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
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