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In the last RAN1 meeting #110 [1], the following agreements and working assumption have been approved, where the working list is provided in Table 3 of the Appendix. 
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case.

Working Assumption 
Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.


This contribution provides our views on the general aspects of the AI/ML framework, including general AI/ML framework, defining stages of AI/ML algorithms, Network (i.e., NW) and UE collaboration levels, lifecycle management, generalization, considerations on UE power consumption modelling, and UE capability.
2 General AI/ML framework
A couple of terminologies have been approved as working assumption in RAN1#110 [1] and RAN1#109 [2]. In this contribution, some new/updated terminologies are discussed in below. 

The following terminology is newly added.
Model registration: A process of registering model-related information on the Network side for management of the model by Network, e.g., model activation, model deactivation, model monitoring, model selection, model update, model switching, etc. 
As a clarification for the terminology,  for facilitating Network to efficiently manage the model at the UE side, the UE can register its model at the Network. This is applicable to UE-side model and two-sided model. If multiple models are registered at Network, the model registration information may include model identifier.

The following terminology in the working assumption can be updated, where the changed part is underlined. 
AI/ML model transfer: Delivery of an AI/ML model over the air-interface signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
As a clarification for the changing, considering the collaboration levels are categorized from the perspective of 3GPP signaling, and the key difference between level y and level z is whether model transfer is supported or not. If the model transfer is defined as a generic way without emphasizing air-interface, it may lose the distinction with level x/y.

The following are some terminologies that have been discussed but not approved due to lack of consensus. 
On-UE training: Online/offline training at the UE side. This does not include training at an external location outside UE.
As a clarification for the changing, the specific entity of the UE side to perform model training is up to UE implementation as it is transparent from the spec perspective. Therefore, we can use a more generic description that the training is at the UE side, including device and other entities outside the UE device.

Model update: Re-training or fine-tuning of an AI/ML model, via online/offline training, to improve the model inference performance. Model update can either only update the model parameters or update the model structure along with the parameters.
As a clarification for the changing, the updating on model parameters or structure will all affect the AI/ML model performance, but may have different spec impacts. Clearly defining these two possibilities facilitates a comprehensive analysis of the spec impact of model updates.

On-Network training: Online/offline training at the Network side.
We are generally OK with the terminology with editorial change to be consistent with On-UE training.

Model deployment: Process of converting a trained AI/ML model into an executable form and deploy it to a target device where inference is to be performed.
It is preferred that model deployment is defined as an independent process of lifecycle management, instead of overlapping with another process, i.e., model delivery. Therefore, “deploy” is used rather than “delivery”.

Proposal 1:  Define the following terminologies if needed: 
· Model registration: A process of registering model-related information on the Network side for management of the model by Network, e.g., model activation, model deactivation, model monitoring, model selection, model update, model switching, etc.
· AI/ML model transfer: Delivery of an AI/ML model over the air-interface signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
· Model deployment: Process of converting a trained AI/ML model into an executable form and deploy it to a target device where inference is to be performed.
· Model update: Re-training or fine-tuning of an AI/ML model, via online/offline training, to improve the model inference performance. Model update can either only update the model parameters or update the model structure along with the parameters.
· On-UE training: Online/offline training at the UE side. 
· On-Network training: Online/offline training at the Network side.
The definitions of the above terminologies are summarized in Table 4 of the Appendix.
3 Defining stages of AI/ML algorithms
The stages of data collection, dataset delivery, AI/ML model training and pre/post processing are elaborated in this section.
3.1 Data collection and dataset delivery
Network or UE may deploy an AI/ML model pre-trained offline as a basis and retrain/fine-tune the model based on training data collected from realistic networks (e.g., field data). The newly collected data from realistic networks can also be used for model monitoring, e.g., for calculating the accuracy of the AI/ML inference to make monitoring decisions. To this end, the procedure and specification impacts for data collection from field need to be studied. For example, the collected data could be labels fed back from UE, including ground-truth CSI for the CSI feedback case (details can refer to [3][4]), or RSRP/best beam ID to derive the ground-truth beam ID for the BM case (details can refer to [5][6]), or ground-truth UE coordinate. As examples of spec impact, the enhanced RS design, the enhanced UE measurement/report procedure, and the signaling for indicating/requesting data collection can be studied. 
Proposal 2: Study the potential spec impact of data collection from realistic networks for supporting the model updating and monitoring of AI/ML model, including at least:
· Enhanced RS design
· Enhanced UE measurement/report
· Signaling for indicating/requesting data collection
Moreover, the improvement of the dataset during the data collection procedure may introduce spec impacts that are different from legacy reporting procedure. As one of the key impact factor for AI/ML features, dataset quality would directly affect the performance of the trained/fine-tuned model and the accuracy of model monitoring; however, as field data normally suffers from imperfection (e.g., channel estimation error), how to improve the quality of the data samples (e.g., improve the accuracy of measured labels) can be studied. In addition, proactively indicating the quality requirement of data samples to be reported is also of much help, where the data samples which cannot achieve the quality requirement are precluded from reporting, so it can guarantee good quality of all data samples in the dataset.
Proposal 3: Study the following aspects to improve the quality of dataset during data collection:
· Improving the quality of data samples, e.g., improving the accuracy of the measured labels
· Indicating the quality requirement of data samples to be reported
Data collection over air-interface can be performed in the manner of dataset delivery. For example, the channel environment of a cell or a cluster is changing slowly or relatively stable, thus the UE can accumulate data samples collected from a cell and deliver the resulting dataset to gNB at off-peak times, instead of reporting them sample-wisely. As another example of dataset delivery over air-interface, for training Type 2/3 of two-sided model as discussed in Section 3.2.3, the gNB can deliver the training dataset via air-interface to UE for retraining/fine-tuning of the UE-side model. 
Proposal 4: Study the potential spec impact of delivering dataset via air-interface.
Normally, the time period of data collection and dataset delivery (e.g., hundreds of milliseconds to a few of minutes) is much shorter compared to the period of lifecycle management, e.g., triggering the retraining/fine-tuning of a model (e.g., days to months); in addition, the delivery of data samples can be distributed over tremendous number of UEs in one cell or multiple cells; thus the overhead of data collection or dataset delivery over air-interface is not a big burden. 
Observation 1: The overhead of data collection and dataset delivery over air-interface is not a big issue regarding the time period of data collection and dataset delivery during the long period of lifecycle management.
For studying data collection (and inference operations also), the assistance information that may involve privacy issues shall be carefully studied for data collection, e.g. UE positioning information. The discussion of assistance information should follow the principle on user data privacy as captured in the SID, i.e., user data privacy needs to be preserved. 
Proposal 5: For discussing assistance information, the study should follow the principle given in the SID, i.e., user data privacy needs to be preserved. 
Assistance information is a broad and unclear concept, and it would consume large work load to specify diverse and numerous assistance information. Moreover, some assistance information, such as the Tx/Rx beam shape information, TxRU mapping information, beam angle/width information, etc., include the implementation related information which are proprietary of vendors and are not disclosed to the outside. Therefore, over this broad number of assistance information that have been brought up, the study of the specific assistance information, if needed, should guarantee that they can provide great performance improvement and are immune from proprietary disclosure. In our companion contributions, the considered AI/ML solutions (i.e., for CSI [3], BM [5], positioning [7]) can achieve considerable performance gains even without introducing additional assistance information. 
Proposal 6: The study of the assistance information, if needed, should avoid the disclosure of propriety information to the opposite node.
3.2 AI/ML model training
AI/ML model training can be discussed from aspects of online/offline training, one-sided model, and two-sided model.
3.2.1 Online/offline training
The terminologies of online/offline training have been agreed in RAN1#110 [1]. For Network-side model, whether the Network trains the continuously in real time or based on collected dataset is up to implementation. The UE will assist the Network in data collection, but not necessarily to be aware of whether online/offline training is performed at Network side. On the other hand, for UE-side model or two-sided model, online and offline training may have different spec impacts, for example, the model registration procedure may be distinct according the different model updating manner, which can be further studied. 
Observation 2: For Network-side model, online/offline training is up to implementation.
As defined, online and offline training is distinct from the perspective that whether the model is trained in real-time or in non-real time. Online/offline training describes how training procedure is performed, and is decoupled with how the training dataset is obtained. For example, for offline training, the training dataset can be obtained via data collection/dataset delivery via either air-interface or non-air-interface.
Observation 3: Online/offline training describes the procedure of training but is decoupled with whether the data collection/dataset delivery is performed via air-interface or non-air-interface.
3.2.2 Model training of one-sided (AI/ML) model
One-sided (AI/ML) model can be a Network-side model or UE-side model, according to the working list defined in RAN1#109e [2]. Normally, the Network and the UE may use different hardware platforms (e.g., chipsets) and different software platforms (e.g., runtime environment) for model inference. Thus, the compatibility of the AI/ML model and the hardware/software should be ensured during model training. But, this compatibility is difficult to be guaranteed if the model training and the model inference are performed at different sides (i.e., Network and UE) as they are not aware of each other’s platforms. Besides, if the training node and the inference node are different, the trained model has to be transferred and thereby faces the model representative format (MRF) issue and transmission overhead of model transfer. Last, different from the two-sided model where the Network part model and UE part model are paired, it is intuitive and simply workable for a one-sided model to be trained and inferred at the same side. As a result, it can be considered for the SI as a starting point.
Proposal 7: For the study of one-sided AI/ML model, model training and model inference at the same node should be considered as a starting point, i.e.,
· On-Network training for Network-side model
· On-UE training for UE-side model
Model training of Network-side AI/ML model 
As described above, model training and model inference should be at the same node for one-sided AI/ML model, i.e., On-Network training should be assumed for Network-side model. For On-Network training, although the model training is entirely performed at the Network side, it may require UE to assist the collection of training samples as described in Section 3.1, e.g. best beam ID as well as RSRPs for BM case, and ground-truth location obtained by positioning reference unit (PRU) for positioning case. Although Network may require UE to assist the collection of training samples, the implementation of training process itself is transparent to UE. In addition, the entity to perform training (e.g., gNB, OAM, or other entities at Network) and the specific training approach should be up to implementation. 
[bookmark: OLE_LINK11][bookmark: OLE_LINK10][bookmark: _Hlk115269014]Observation 4: For On-Network model training, the specific network entity to perform training is up to Network implementation.
Observation 5: For On-Network model training, the training procedure is transparent to UE (except for potential feedback enhancement for data collection/delivery).
Model training of UE-side AI/ML model
As described above, model training and model inference should be at the same node for one-sided AI/ML model, thus On-UE training should be assumed for UE-side AI/ML model. Similar as On-Network model training, the entity of the UE side to perform the training is up to UE implementation also. Whether/how it needs the Network to assist the collection of training samples can be further studied. 
3.2.3 Model training of two-sided (AI/ML) model
Two-sided AI/ML model consists a pair of model-A and model-B over which joint inference is performed across the UE and the Network, respectively. This kind of AI/ML model is applied, for example, in the CSI feedback case, where a two-sided model is used for CSI compression and recovery. The Network part model-B (e.g., CSI reconstruction part) and UE part model-A (e.g., CSI generation part) need to be paired to ensure end-to-end performance. This is challenging in nature because Network and UE involve different equipment vendors and use distinct hardware/software platforms. 
In the last meeting, three types of training method for two-sided model has been agreed as follows [1]:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at Network side and UE side, respectively.
· Type 3: Separate training at Network side and UE side, where the UE-side CSI generation part and the Network-side CSI reconstruction part are trained by UE side and Network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with Network side training [, or parallel training] at UE and Network
· Other collaboration types are not excluded. 


For the agreed three types of training methods, their pros and cons are analyzed in our companion contribution [4], and briefly summarized as follows: 
Type 1 - Both model-A and model-B are trained jointly at a single side, which could be at Network side or at UE side. After model training is completed, Network delivers the trained model-A to UE, or UE delivers the trained model-B to Network.
For Type 1, there can be two candidates: joint training at Network side, and joint training at UE side. For the first candidate, i.e., joint training at Network side, Network vendor can flexibly perform cell/scenario specific model training based on specific network planning and site types, thus it is more realistic for Network to train AI/ML models that best match the cell environment. 
On the other hand, for the second candidate, i.e., joint training at UE side, gNB has to store multiple models trained by different UE vendors since it has to serve multiple UEs from different UE vendors in on cell. Besides, dataset collected by UE vendors may not match the specific cell environment of the Network vendor/MNO, so that the model would be suboptimal.
Observation 6: For training Type 1 (joint training of the two-sided model at a single side/entity), performing joint model training at Network side and deliver the model to the UE side is more realistic and beneficial for Network to achieve.
Type 2 -  Joint training of the two-sided model at Network side and UE side, respectively. In this type, both Network and UE are involved in model training while no AI/ML model is transferred over air-interface and no disclosure of the AI/ML model to the opposite side. The parameters of model-A and model-B can be trained jointly through iterative FP/BP loops, and the gradients of BP and the results of FP during training process can be exchanged. This approach relies on complex design for the Network-UE interaction to support real-time interaction of FP/BP iterations between Network and UE, which introduces challenges as also analyzed in [4].
Observation 7: For training Type 2 (joint training of the two-sided model at Network side and UE side, respectively), it relies on complex design to support real-time interaction of FP/BP iterations between Network and UE which introduces challenges.
Type 3 - Separate training at Network side and UE side. It includes two candidates: sequential training starting with UE side training, and sequential training starting with Network side training.
For sequential training starting with Network side training, Network, after finishing the training of the Network’s model-A (which is not used for inference) and the Network’s model-B, shares UE with the dataset including the input (e.g., original CSI) and output (e.g., CSI feedback) of the Network’s model-A, for the training of the UE’s model-A. Under this candidate, Network can deploy a unified AI/ML model to match multiple UE vendors; though a UE vendor may maintain multiple AI/ML models from different Network vendors, they do not necessarily be all stored at the UE device but other UE side entities, and the UE only operates with the AI/ML model of a single Network vendor when staying in one cell or the cells of that Network vendor.
For sequential training starting with UE side training, UE side trains model-A and model-B, and shares the dataset (containing inputs and outputs of model-B) to the Network. There are a couple of issues under this candidate: 1) the dataset collected from UE side may not well match the channel characteristics of the Network, regarding the Network vendor may want to perform cell/scenario specific model trainings while the dataset provided by UE vendors may not involve that categorization; 2) gNB has to maintain multiple model-Bs corresponding to multiple UE vendor’s shared dataset, respectively, as it has to serve multiple UEs from different vendors in one cell, which would impose heavy burden on the gNB storage; 3) the performance of model-B relies on the UE’s sharing datasets, so the network performance relies on the quality of datasets shared from the UE vendor, which brings uncertainties to the Network vendor.
Observation 8: For training Type 3 (Separate training at Network side and UE side, respectively), sequential training starting with Network side training is more realistic and beneficial for Network to achieve.
The pros and cons of aforementioned four training types are summarized in following Table 1.
[bookmark: _Ref110639468]Table 1 Brief comparison of the training types for two-sided model
	Training type
	Pros
	Cons

	Type 1
	Network-sided
	· Optimal network performance
· Dynamic model updating
· Network can maintain a unified model over multiple UEs
	· Compatibility issue on hardware/software at UE 
· AI/ML model representative format (MRF) needs more 3gpp efforts 
· How to protect model proprietary is not clear

	
	UE-sided
	· UE can maintain a unified model for multiple Network vendors
	· Dataset for training at UE may not match the Network channel characteristics
· Compatibility issue on hardware/software at Network 
· Network may need to maintain/infer UE-specific models 
· AI/ML model MRF needs more 3GPP efforts 
· How to protect model proprietary is not clear

	Type 2
	· Avoid hardware or software compatibility issue 
· Avoid MRF issue
	· Complex design to support real-time interaction of FP/BP iterations between Network and UE
· Dataset sharing to the opposite side is needed

	Type 3
	· Avoid hardware or software compatibility issue 
· Avoid MRF issue 
· Model proprietary can be guaranteed 
· Avoid joint development between Multi-Network vendor and Multi-UE vendor
	· Performance may be not optimal
· Dataset sharing to the opposite side is needed


Based on the above analysis, it can be seen that there are pros and cons for each training type. Further study and comparison are needed before making decision on the direction to move forward. The overall goal is to find a feasible way that supports the commercialization and maximum the benefits that AI/ML can bring.  
Proposal 8: Study the pros and cons of the three training types of the two-sided model, and avoid making down selection at early stage.
3.3 Pre/post-processing of dataset
A typical procedure of AI/ML model generation includes model training, model validation, model testing, and the associated pre/post-processing of the dataset. 
Pre-processing can be applied to enhance the scalability of the dataset. For example, the dimension of data can be adjusted through data padding or truncation, so that data of different input and output dimensions may be used to train a single AI/ML model. Thus, the Network or the UE only needs to store a limited number of trained AI/ML models that can be generalized to different system settings. The data pre-processing for scalability can be performed to adapt to different input dimensions such as various sizes of subbands/antenna ports for the original CSI in the CSI feedback case, or various sizes of Set B in the beam prediction case; the data post-processing for scalability can be performed to adapt to different output dimensions such as various payload sizes for the reported CSI in the CSI feedback case, or various sizes of predicted beams (i.e., Top-K) in the beam prediction case. Such processing may need to be aligned between Network and UE by indications.
Pre/post-processing of dataset can be applied to facilitate model training. For the LOS/NLOS identification of the positioning case, the original frequency channel response is transformed to the power delay profile (PDP) before inputted to the AI/ML model. For the CSI compression case, the measured channel can be transformed to eigenvector via singular value decomposition (SVD) rather than directly using full channel matrix for model training. For another example in CSI compression, the output of the CSI reconstruction part can be quantized before being fed back to Network, and Network needs to dequantize the received bits correspondingly before inputting them to the CSI generation part. The processing of the SVD and the quantization/dequantization may need to be aligned between Network and UE.
Proposal 9: Study the following aspects for pre/post-processing: 
· Pre/post-processing methods, e.g. scalability to different configurations, quantization/ dequantization and pre-processing to the measured channel 
· Potential spec impact on how to align the pre/post-processing methods between Network and UE
4 Network and UE collaboration levels
4.1 Definition of collaboration levels
The Network-UE collaboration levels have been agreed in RAN1 #109e [1].
	Agreement
Take the following Network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary


For the clarification in FFS, Level x is purely implementation-based and does not need to introduce any new signaling dedicated for AI/ML. Thus, Level x has no specification impact. For level y, it needs to define signaling related to AI/ML operation, which may include control signaling for training/updating, monitoring, inference, etc., but does not involve the explicit model structure or parameter information. On the basis of Level y, Level z further supports model transfer between the Network and the UE, including explicitly transferring parameters and the structure of AI/ML models. In our understanding, the AI/ML related signaling supported in level y is also supported by level z. 
Observation 9: Level x refers to implementation-based AI/ML operation without any collaboration between Network and UE, and Level y refers to AI/ML operation requiring signaling exchange between Network and UE to facilitate model training/updating, inference and monitoring, etc., without explicit model structure or parameter information.
[bookmark: OLE_LINK16]Another one controversial issue discussed in previous meetings is that whether other aspects needs to be considered or not for defining the collaboration level, like model updating, model training and model inference. Model updating is to re-train or fine-tune an AI/ML model, thus the process of model updating can belong to the scope of model training, with the difference that model training starts from scratch while model updating starts from a basis model. In our understanding, for simplicity, there is no need to further consider model training and/or model inference for defining the collaboration levels. Instead we can discuss and categorize model training/inference separately, and then can further discuss what combinations can be allowed for a certain use case considering the collaboration levels, types of model training, and types of model inference. 
Proposal 10: Keep the current levels x/y/z and do not create the sub-levels, while model training/updating/inference can be studied with independent dimensions from collaboration level.
One-sided model and two-sided model as below are defined from inference perspective, and in our understanding, it seems these two types are sufficient for further study for model inference.
· One-sided model inference: Model inference is entirely performed at the UE or the Network. Necessary signaling between UE and gNB is required for facilitating model inference, e.g., UE feeds back inference inputs to Network or the other way around.
· Two-sided model inference: Inference is performed jointly across the UE and the Network. Necessary signaling between UE and gNB is required for model inference, i.e., UE infers the UE part model and sends the output to Network; Network takes the output of UE part model as the input to the Network part model and performs inference. 
Proposal 11: Further study the following two types of model inference:
· One-sided model inference
· Two-sided model inference
For model training, the detailed discussion can be found in Section 3.2.
An example of the potential combinations taking into account different collaboration levels, different types of model training and model inference can be seen in Table 2. 
[bookmark: _Ref111051299]Table 2 Potential combinations of collaboration levels, model training types and model inference types
	
	Collaboration level y
	Collaboration level z

	One-sided model
	On-Network training
	Yes
(e.g., BM, positioning, [CSI prediction])
	TBD

	
	On-UE training
	Yes
(e.g., BM, positioning, [CSI prediction])
	TBD

	Two-sided model
	Type 1 model training
	NA
	Yes
(e.g., CSI compression)

	
	Type 2 model training
	Yes
(e.g., CSI compression)
	NA

	
	Type 3 model training
	Yes
(e.g., CSI compression)
	NA


4.2 Model transfer in collaboration levels
Collaboration level z is defined as signaling-based collaboration with model transfer. As our proposed definition in Section 2, model transfer refers to the AI/ML model delivery via air-interface signaling. As long as the model delivery has impacts on the specification and involves air-interface signaling, it belongs to collaboration level z. Model transfer includes the delivery of an AI/ML model with model structure and parameters which may be totally unknown at the receiving side, and delivery of an AI/ML model with only model parameters while the model structure is already known at the receiving side (e.g., under the fine-tuning situation).
On the other hand, if AI/ML model is delivered in a way that is totally transparent to RAN signalling, it is not within the scope of the 3GPP discussion, nor does it belong to level z. 
Proposal 12: If the model delivery method is transparent to air-interface signaling, it should not be categorized to collaboration level z. 
The transferred models should be represented based on standardized MRF, otherwise, 3GPP cannot guarantee the interpretability of the models. As the AI/ML models are applied to the physical layer, the procedure of model transfer should not be beyond the control of 3GPP. Otherwise, using non-3GPP-authentication models at the physical layer may arise potential issues, including license/authorization issue, security risks, etc., which may harm the network performance. 
Proposal 13: For the study of model transfer at level z, 3GPP model representation format is preferred. 
5 Lifecycle management
The components of lifecycle management (LCM) has been agreed in RAN1#110 [1].
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative.
Note: More aspects may be added as study progresses. 


For the aspects in the LCM, data collection, model training, and model transfer have been discussed in previous sections, and model registration, model configuration, model activation/deactivation/fallback, model monitoring, model selection/switching/updating, and UE capability are elaborated in this section. 
5.1 Model registration
For facilitating Network to efficiently manage the model at the UE side, the UE can register its model at the Network. This is applicable to UE-side model and two-sided model, while for Network-side model, the model management is up to Network implementation and no clear motivation is identified to the spec impact involving model registration. 
If the Network is aware of multiple UE part models (for two-sided model) or UE-side models for a single feature (e.g., CSI compression, spatial domain beam prediction, fingerprint positioning, etc.), it can involve the model management by activating/deactivating/selecting/switching/updating a specific UE part/UE-side model given these models are registered at the Network; if the Network is aware of the presence of the UE part or UE-side model for a single feature but not aware of the potential number of UE part/UE-side model(s), it can involve the model management by activating/deactivating the UE part/UE-side model given the AI/ML functionality for this feature is registered at the Network.
· For UE-side model, the UE model needs to be registered for the Network’s management to activate/deactivate/selection/switch/update models. 
· For two-sided model, model registration is needed to pair the Network part model and the UE part model. Besides the activation/deactivation of the UE part model, Network needs to know the pairing relationship of registered models and performs model selecting/switching/updating for a specific UE part model.
Observation 10: For Network-side model, model management is up to Network implementation and no clear motivation is identified to the spec impact involving model registration.
Observation 11: For UE part model(s) of two-sided model(s) or UE-side model(s), model registration is needed so that the Network can involve the model management by activating/deactivating/selecting/switching/updating the UE part/UE-side model.
Proposal 14: For UE part model(s) of two-sided model(s) or UE-side model(s), study the model registration for LCM.
In order to enable the model registration for multiple UE part/UE-side models, each model can be labelled with a unique model ID. The format of the model ID could be discussed to avoid conflict over multiple vendors or mobile Network operators (MNOs), e.g., assigned by per MNO and maintained by Network/UE vendors. Whether the model registration procedure (i.e., model ID registration/reporting) is 3GPP transparent or 3GPP specified can be further discussed. After registration at Network, the Network can trigger model activation/deactivation/selection/switching/updating at UE for per specific model ID. For the registration procedure itself, whether it is subject to 3GPP spec can be further studied.
Proposal 15: For model registration, study the potential spec impact of model ID management for the case of multiple UE part/UE-side models, including
· The format of the model ID
· Model ID specific indication for triggering model activation/deactivation/selection/switching/ updating
· FFS the model ID registration procedure
5.2 Model inference
The model used for inference should be well trained and tested. It can be a registered model or a non-registered model.  
The potential spec impacts of model inference include configuring the content and/or format of model input and output, configuring the required measurement/report, and clarifying the pre/post-processing.
Proposal 16: Study the potential spec impacts of model inference, for example, configuring model input/output, measurement/report, and pre/post-processing.
5.3 Model configuration
From the previous meeting, the definition of model configuration is still not clear. From our understanding, model configuration may refer to configuring the settings of the model, e.g., input/output, pre/post-processing, measurement/report, etc. These configurations can be done in per LCM procedure, such as model training, model monitoring, model inference, updating, etc. Thus, there is no need to define model configuration as a specific procedure of LCM.
Proposal 17: Whether to consider model configuration as an individual procedure in LCM can be postponed until its definition is clear.
5.4 Model activation and deactivation
Operation modes for activation/deactivation
The Network is normally responsible for the performance of the entire Network, and thereby it is reasonable to let Network activate or deactivated AI/ML models for the purpose of guaranteeing the Network performance. To elaborate this, model activation/deactivation can be discussed based on three operation modes:
· Network-side model: Network can activate or deactivate the model based on the monitoring results with necessary UE feedback information, while when/why to activate/deactivate is transparent to UE. Thus the activation/deactivation for Network-side model may not be explicitly specified.
· UE-side model: As one mode, the UE can activate/deactivate the UE-side model without awareness of the Network. However, it is also preferred another mode to consider the Network to manage the model lifecycle also for UE-side model to better guarantee the network performance. E.g., Network may deactivate a UE-side model if other AI/ML or no-AI/ML alternatives are expected to have better performance.
· Two-sided model: As the Network part model and UE part model are paired, activating/deactivating the model at any node will cause a corresponding activation/deactivation at peer node. This kind of two-sided operation is better managed by the Network similar to the enabling/disabling of other specified non-AI/ML features involving both Network and UE.
Activation/deactivation triggering
Potential spec impact of model activation/deactivation includes the trigger signaling, which can be based on Network indication or UE request. This is applicable to both UE-side model and two-sided model.  
· Based on Network proactive indication: For UE-side model, Network can trigger the model activation/deactivation based on the Network’s measurements or UE’s feedback monitoring information. For two-sided model, Network is aware of the pairing relationship with the UE part model and can determine whether the currently used two-sided model fits the wireless scenario based on, e.g., the performance monitoring. Then, Network can indicate the UE to activate/deactivate the corresponding UE part model. 
· Based on UE request: UE may request model activation/deactivation based on its measurements or performance. Alternatively, UE can also request the Network to activate/deactivate due to practical reasons, e.g., computation complexity/power consumption of the UE part model. Network will perform the activation/deactivation by taking into account the UE request.
Proposal 18: For one-sided model and two-sided model, Network activates/deactivates AI/ML model depending on model monitoring and/or UE request for guaranteeing the network performance.
AI/ML model testing before activation
For the Network-side model, it is intuitive that the model should be tested before activated for inference; for the UE part model or UE-side model that are known by the Network , Network also needs to first test the model before model activation, in order to ensure that the model meets the Network’s requirements. For example, for BM, Network needs to ensure the beam prediction accuracy before activating an AI/ML model; for CSI compression, Network needs to ensure the CSI recovery accuracy before activating an AI/ML model. Such test may be similar to the procedure of model monitoring as analysed in Section 5.5 but occurs before model activation.
Proposal 19: Study the case where Network tests the performance of the UE part model or UE-side model before model activation for guaranteeing the network performance.
5.5 Model monitoring 
Model monitoring can enable the adaption of the AI/ML model to the environment, so that model deactivation/switching/updating can be triggered in time to avoid model failure in case environment mismatch occurs. Model monitoring requires to collect information that reflects the model status/effects, e.g., data collection is needed for obtaining the RSRP and ground-truth beam ID for BM, ground-truth CSI for CSI compression, or ground-truth location for positioning, and thereby the corresponding measurement and report can be considered for potential spec impact. In addition, as falling back to the legacy non-AI/ML mode acts as a backup of AI/ML functionalities, the co-existence of AI/ML and non-AI/ML mode should be supported.
Proposal 20: Study the potential procedures included by model monitoring, including data collection, measurement and report, AI/ML and non-AI/ML co-existence. 
Model monitoring can operate in event-driven or periodic manner. Yet, the process of model monitoring does not need to be always-on, but rather be configured as a triggered/configured monitoring window. The period of the monitoring window could be in terms of, e.g., hours or days, while the inputs for monitoring (e.g., labels) collected within the monitoring window can be subject to hundreds or thousands of TTIs, thereby the resulting overhead of model monitoring can be negligible on average, taking a tiny portion of time during LCM. 
Observation 12: Overhead of model monitoring (e.g., ground-truth labels) between Network and UE via air-interface may not be a big issue with respect to relatively small monitoring window within long monitoring periodicity in lifecycle management.
Metrics for monitoring
The following two metrics for model monitoring are analysed. 
Metric 1: Inference accuracy, which can be directly monitored. Such performance can be obtained by comparing the inference results with the ground-truth labels. The label during the inference stage needs to be collected for evaluating whether the performance of the model is degraded. Taking Network based monitoring for instance, as the Network could collect ground-truth labels from multiple UEs in the cell at a time, constructing a large number of diversified labels is efficient, so the duration of monitoring window and the overhead of ground-truth labels for per UE may be relatively small.
Metric 2: System performance, e.g. system throughput, BLER, RSRP, etc. For example, if the throughput using AI/ML decreases or lower than the legacy non-AI/ML system, it might indicate that the model is not suitable any longer to the current environment.
The benefit of Metric 1 is that it can directly reflect the inference accuracy of AI/ML model which is difficult to be obtained via Metric 2, which may be impacted by other factors, such as scheduling, MU pairing, etc. Taking CSI compression as an example, with UE sending the ground-truth CSI label to Network, Network can monitor the instantaneous inference accuracy of AI/ML-based CSI feedback. Also, for BM, UE can feedback the measured ground-truth optimal beam index obtained during monitoring window for monitoring of the Network-side BM. For positioning, PRU can feedback the instantaneous ground-truth location to Network for monitoring the positioning accuracy.
Metric 2 uses traditional performance metrics that are commonly and widely used in NR systems. They can reflect the traditional performance which are mostly cared by MNOs, and as they can be statistics over a long period of time, thus it can be useful to reflect the average and overall performance of the AI/ML model. 
The two metrics provide insights of the AI/ML performance from different perspectives, thus both of the following two metrics for model monitoring can be studied to better guarantee the network performance.
[bookmark: _Hlk111160961]Proposal 21: Study both of the following metrics for AI/ML model monitoring in lifecycle management
· Inference accuracy, e.g., CSI accuracy, beam prediction accuracy, intermediate performance metric of positioning, etc.
· System performance, e.g., throughput, BLER, RSRP, etc.
Operation modes for monitoring
The monitoring manner can be different depending on the execution node (e.g., gNB and UE) of these steps, which is analyzed as follows:
· Network-side model:
· For one option, the monitoring can be entirely performed at the Network. For example, Network can collect the ground-truth labels (e.g., optimal beam ID) fed back from the UE as monitoring inputs and calculates the KPI (e.g., beam selection accuracy), then makes monitoring decisions according the KPI, including model activation/deactivation/switching/updating.
· Alternatively, the operation of monitoring inputs collection and KPI calculation (e.g., RSRP) can be performed at the UE, then UE feeds back the resulting KPI to Network, and Network performs the eventual decision making.
· UE-side model:
· For one option, UE collects monitoring inputs and calculating KPI, and then feeds back the KPI to Network, then relies on the Network to make the decision. 
· For another option, the monitoring process can be entirely performed up to UE, with potentially requesting Network to send assistant signals (AI/ML-related RS, etc.) to facilitate the UE to obtain monitoring inputs.
· Two-sided model:
· Network can collect the monitoring inputs and calculate the KPI. The inputs can be the feedback from UE including ground-truth labels or instantaneous performance indicator (e.g., throughput, ACK/NACK, etc.). After the KPI is calculated, Network can activate/deactivate models and indicate the UE to perform accordingly. 
· Similar to Network-side model, the inputs collection and KPI calculation can be performed at UE side based on UE measurements, and Network performs the eventual decision based on UE feedback. 
Therefore, depending on the execution node (e.g., Network or UE) of these steps, model monitoring can be classified into three cases:
Case 1: gNB collects inputs for monitoring, calculating monitoring KPI, and making the monitoring decision. This case is applicable to at least On-Network model and the two-sided model.
Case 2: UE collects inputs for monitoring, calculates monitoring KPI, feeding back the KPI to gNB, and gNB makes the decision. This case is applicable to On-Network model and On-UE model as well. Two-sided model can also use this monitoring type.
Case 3: UE collects inputs for monitoring, calculates monitoring KPI, and makes the monitoring decision. This option can be applied to monitor the On-UE model.
Proposal 22: Study the following three cases of model monitoring:
· Case 1: gNB collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
· Case 2: UE collects inputs for monitoring, calculates monitoring KPI which is then fed back to gNB, and gNB makes monitoring decision
· Case 3: UE collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision.
Potential spec impacts
Based on the above discussion, the spec impacts include the signalling for supporting the model monitoring. For example, signalling to trigger/configure the monitoring window, enhanced reference signals for measurement, and report of monitoring decision.
Proposal 23: Study the signaling of model monitoring:
· Signaling to trigger/configure the monitoring window
· Specific RS for monitoring
· Report of monitoring decision
5.6 Model switching and update
Model switching/updating may occur in the following situations:
· Performance degradation of the ongoing AI/ML is detected through model monitoring.
· Cell handover while different AI/ML models are applicable to different cells or Network vendors. Note that the AI/ML models can be maintained per cell, or per area/per site which includes a group of cells.
· The limitation on UE/gNB’s computation/storage that the ongoing AI/ML model can no longer be supported.
Operation modes for model switching/updating
Model switching is usually applicable to case where scenarios changes greatly, probably resulting in a hard change in performance, while model updating is a softer way to optimize performance without changing the model structure. Regarding the procedure, model updating is similar as model training, while model switching is a series of successive operation including deactivating the currently used model and activating a target new model.
Model switching/updating can also be analyzed according to the execution node:
· Network-side model: Model switching and updating is up to the Network implementation, except for some necessary assistance information fed back from UE (e.g., for facilitating data collection).
· UE-side model: 
· For the case that Network is aware of the difference of multiple UE-side models, the Network can trigger the model switching/updating based on the Network environment, e.g., when the channel characteristics changes, Network can indicate the UE to switch to a more suitable model or to update to a new model.
· Alternatively, UE may also make the model switching/updating decision up to itself. The model implementation of model switching can be transparent to Network, except for sending the assistance signals for training data collection. 
· Two-sided model: Model switching/updating can be triggered by Network, based on performance monitoring or UE request. 
Proposal 24: For one-sided model and two-sided model, Network can switch/update AI/ML model depending on model monitoring and/or UE request for guaranteeing the performance of the networks.
5.7 UE capability
UE capability reporting matters whether AI/ML can work properly for air-interface as Network relies on this procedure to know UE’s capability and configure the AI/ML functionality accordingly. Following is an initial list of UE capability items which we identify are not naturally supported by UE. For the detailed capabilities, they can be discussed in per use case basis.
Proposal 25: Study UE capability for the following procedures of the LCM:
· Capability of dataset delivery
· Capability of data collection
· Capability of model training
· Capability of inference latency
· Capability of monitoring
· Capability of models switching
· Capability of model updating
It should be noted the UE capability is affected by the UE status and application scenarios (e.g., battery level, temperature, and user instruction), thus the UE capability may be varying over time. Although the UE capability may not be varied in a very dynamic manner (e.g., hours or days), the Network still needs to be aware of the changes of UE capability for ensuring the AI/ML performance, for example, updating the currently used model or switching to another model, or fall back to non-AL/ML mode. The reporting mechanism due to varying capability for a specific AI/ML model or for an AI/ML feature should be studied; e.g., if the UE cannot support the previously reported capability any longer, it can request to deactivate the model. 
Proposal 26: Study the reporting mechanism due to varying UE capability for a specific AI/ML model or for an AI/ML feature.
5.8 Suggestion on the discussion of lifecycle management
Some functionalities of LCM are closely related to the solution of a use case, the contents of their signaling could be diverse depending on the specific use case, and associated spec impacts even need to be justified based on the evaluation result, for example, data collection, model deployment, model training, model monitoring, model fallback, and UE capability. On the other hand, some common LCM processes can be discussed in the framework agenda to reduce the redundant discussions, for example, model selection/switching, and model activation/deactivation. For UE capability and monitoring, it can be further studied where to discuss as they may include both common parts and use case specific parts; possibly it can be discussed in both agendas. For [model registration], and [model configuration], they can be decided whether to be discussed in framework when their definitions are clarified.
Proposal 27: For the discussion of LCM, studying model activation/deactivation, model selection/switching, [model monitoring], and [UE capability] in 9.2.1, while studying model deployment, data collection, model training, updating, inference, model monitoring, model fallback, and UE capability in the agendas of each use case can be a starting point.
· FFS on [model registration], and [model configuration].
5.9 LS to RAN2
Some of the functionalities of LCM is believed to have spec impacts on RAN2 signalling. For example, RAN2 can study the reporting mechanism of data collection (and dataset delivery), signalling related with model registration or model ID indication, indication signalling of model activation/deactivation/fallback, triggering/configuring process of model monitoring window, indication of model selection/switching, and model updating. The associated RRC signalling and MAC-CE signalling needs to be enhanced to support these functionalities. 
On the other hand, for model training and transfer, RAN1 can study the detailed training types, e.g., type 1/2/3 for two-sided model, before involving RAN2; for one-sided model, there is no clear necessity on RAN2 impact as the model can be trained and inferred at the same side (i.e., Network or UE side). For UE capability, it is not urgent to discuss the spec impact at this stage before evaluation results are more stable.
Proposal 28: Send LS to RAN2 to study the signalling of lifecycle management related functionalities, including data collection (and dataset delivery), model registration, model activation/deactivation/ fallback, model monitoring, model selection/switching, and model updating.
6 Generalization
During the discussions of the last meeting, the generalization principle has been discussed. As per our thinking, there may be different understandings on the definition of generalization on the following two aspects:
· Perspective 1: whether the generalization means one single AI/ML model to adapt to inference/testing data, or one or more AI/ML model(s) can adapt to inference/testing data. For the former understanding, the single AI/ML model with fixed structure can adapt to the environments, by either unchanged parameters or varying parameters (i.e., model fine-tuning). For the latter understanding, it includes the case of model retraining/switching where the structure of the AI/ML model is changed. From our perspective, the former understanding is more reasonable as generalization is intended to enable an AI/ML model to work smoothly and stably in multiple scenarios. However, the second understanding, i.e., model upgrade/switching approach, actually avoids the effort to improve model generalization, making each AI/ML model only adaptive to a single scenario, and such mechanism would result in performance fluctuation during the updating/switching period.
· Perspective 2: The AI/ML model(s) can adapt to various inference/testing data characteristics, or unseen inference/testing data. Consider the AI/ML model(s) are trained with dataset #A and perform inference/testing with dataset #B, for the former understanding the dataset #A and dataset #B follow different characteristics (e.g., UMa vs InF, or different drops under spatial consistency), while for the latter understanding the dataset #A and dataset #B can follow same characteristics (e.g., different drops of UMa under statistical modelling). From our perspective, training/test dataset with different characteristics is more worth to study for air-interface, because the distribution of scatters on wireless channels is usually diverse, and different scatters directly lead to different channel characteristics. 
 Proposal 29: The study of model generalization should focus on the capability that a single AI/ML model can work well on various inference/test datasets with different characteristics from the training dataset.
Generalization is a metric of evaluating the model performance and the general principle and evaluation criteria are closely related to use cases. Currently, the generalization criteria for each use case is under discussion individually, and different use cases may have different methodologies on how to verify the generalization, e.g., the generalization performance over different drops may not be emphasized for the CSI feedback case, but it is essential for the positioning case where spatial consistency is considered. Thus it is recommended to discuss and summarize the detailed criteria of generalization after sufficient progress has been made in each use cases. 
Proposal 30: The detailed generalization criteria can be discussed at 9.2.1 until sufficient progress has been made for the generalization discussion for each use case.
7 Considerations on UE power consumption modelling
Floating operations (FLOPs) has been agreed as an KPI for evaluating model performance [1], but this metric cannot represent the power consumption at UE. The relationship between the peak computational capability  (FLOPS) and peak power  (Watt) of a hardware processor (e.g., AI/ML accelerator) can be expressed as , where  is energy efficiency [8]. Typically, the working power of an AI/ML accelerators can be modelled as the following [9] and is illustrated in Figure 1: 
	
	(1)


where  is a bottom power of the AI/ML accelerator,  is the computing resource utilization, which varies from 0 to 100%.
The consumed energy of running an AI/ML model can be modelled as
	
	(2)


where N is the computational complexity of an AI/ML model in FLOPs, is defined as .
[image: ]
[bookmark: _Ref115363149][bookmark: _Ref114568734]Figure 1 An example of relationship between hardware resource utilization and corresponding power
In [8], it can be observed that AI/ML accelerators typically have higher energy efficiency than general-purpose processors. Therefore, even if the FLOPs of an AI/ML model is larger than the legacy algorithm, using AI/ML may still achieve a lower power consumption. That is to say, besides system performance gain, power consumption may also provide a dimension for evaluating the gain when introducing AI/ML. 
Proposal 31:  Consider power consumption in common KPI for evaluating the performance benefit of AI/ML. 
· Companies are encouraged to report power consumption for the AI/ML model as part of the evaluation.
8 Principle of coordination with RAN2
According to the schedule, RAN2 discussion starts at October meeting. As this SI of AI/ML for air-interface is led by RAN1, the discussions and decisions of the AI/ML sub use cases or schemes should also be led by RAN1. For some RAN2 impacts, e.g., RAN2 related procedure or signaling, including the registration/activation/deactivation, etc., or the procedure of data collection/monitoring, RAN1 can ask RAN2 about the feasibility, or notify RAN2 about the potential RAN2 impact, by sending LS. The other way around, i.e., RAN2 freely discussing and making decision on the specific AI/ML sub use case/scheme which impacts RAN1, should be avoided.
Proposal 32: The discussions and decisions of AI/ML sub use cases/schemes should be led by RAN1 and coordinate with RAN2 by sending LS to ask the potential RAN2 impact of the AI/ML sub use cases/ schemes.
9 Conclusions
According to the discussions, following observations and proposals are provided:
Proposal 1:  Define the following terminologies if needed: 
· Model registration: A process of registering model-related information on the Network side for management of the model by Network, e.g., model activation, model deactivation, model monitoring, model selection, model update, model switching, etc.
· AI/ML model transfer: Delivery of an AI/ML model over the air-interface signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
· Model deployment: Process of converting a trained AI/ML model into an executable form and deploy it to a target device where inference is to be performed.
· Model update: Re-training or fine-tuning of an AI/ML model, via online/offline training, to improve the model inference performance. Model update can either only update the model parameters or update the model structure along with the parameters.
· [bookmark: _GoBack]On-UE training: Online/offline training at the UE side. 
· On-Network training: Online/offline training at the Network side.
Proposal 2: Study the potential spec impact of data collection from realistic networks for supporting the model updating and monitoring of AI/ML model, including at least:
· Enhanced RS design
· Enhanced UE measurement/report
· Signaling for indicating/requesting data collection
Proposal 3: Study the following aspects to improve the quality of dataset during data collection:
· Improving the quality of data samples, e.g., improving the accuracy of the measured labels
· Indicating the quality requirement of data samples to be reported
Proposal 4: Study the potential spec impact of delivering dataset via air-interface.
Proposal 5: For discussing assistance information, the study should follow the principle given in the SID, i.e., user data privacy needs to be preserved. 
Proposal 6: The study of the assistance information, if needed, should avoid the disclosure of propriety information to the opposite node.
Proposal 7: For the study of one-sided AI/ML model, model training and model inference at the same node should be considered as a starting point, i.e.,
· On-Network training for Network-side model
· On-UE training for UE-side model
Proposal 8: Study the pros and cons of the three training types of the two-sided model, and avoid making down selection at early stage.
Proposal 9: Study the following aspects for pre/post-processing: 
· Pre/post-processing methods, e.g. scalability to different configurations, quantization/ dequantization and pre-processing to the measured channel 
· Potential spec impact on how to align the pre/post-processing methods between Network and UE
Proposal 10: Keep the current levels x/y/z and do not create the sub-levels, while model training/updating/inference can be studied with independent dimensions from collaboration level.
Proposal 11: Further study the following two types of model inference:
· One-sided model inference
· Two-sided model inference
Proposal 12: If the model delivery method is transparent to air-interface signaling, it should not be categorized to collaboration level z. 
Proposal 13: For the study of model transfer at level z, 3GPP model representation format is preferred. 
Proposal 14: For UE part model(s) of two-sided model(s) or UE-side model(s), study the model registration for LCM.
Proposal 15: For model registration, study the potential spec impact of model ID management for the case of multiple UE part/UE-side models, including
· The format of the model ID
· Model ID specific indication for triggering model activation/deactivation/selection/switching/ updating
· FFS the model ID registration procedure
Proposal 16: Study the potential spec impacts of model inference, for example, configuring model input/output, measurement/report, and pre/post-processing.
Proposal 17: Whether to consider model configuration as an individual procedure in LCM can be postponed until its definition is clear.
Proposal 18: For one-sided model and two-sided model, Network activates/deactivates AI/ML model depending on model monitoring and/or UE request for guaranteeing the network performance.
Proposal 19: Study the case where Network tests the performance of the UE part model or UE-side model before model activation for guaranteeing the network performance.
Proposal 20: Study the potential procedures included by model monitoring, including data collection, measurement and report, AI/ML and non-AI/ML co-existence. 
Proposal 21: Study both of the following metrics for AI/ML model monitoring in lifecycle management
· Inference accuracy, e.g., CSI accuracy, beam prediction accuracy, intermediate performance metric of positioning, etc.
· System performance, e.g., throughput, BLER, RSRP, etc.
Proposal 22: Study the following three cases of model monitoring:
· Case 1: gNB collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
· Case 2: UE collects inputs for monitoring, calculates monitoring KPI which is then fed back to gNB, and gNB makes monitoring decision
· Case 3: UE collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision.
Proposal 23: Study the signaling of model monitoring:
· Signaling to trigger/configure the monitoring window
· Specific RS for monitoring
· Report of monitoring decision
Proposal 24: For one-sided model and two-sided model, Network can switch/update AI/ML model depending on model monitoring and/or UE request for guaranteeing the performance of the networks.
Proposal 25: Study UE capability for the following procedures of the LCM:
· Capability of dataset delivery
· Capability of data collection
· Capability of model training
· Capability of inference latency
· Capability of monitoring
· Capability of models switching
· Capability of model updating
Proposal 26: Study the reporting mechanism due to varying UE capability for a specific AI/ML model or for an AI/ML feature.
Proposal 27: For the discussion of LCM, studying model activation/deactivation, model selection/switching, [model monitoring], and [UE capability] in 9.2.1, while studying model deployment, data collection, model training, updating, inference, model monitoring, model fallback, and UE capability in the agendas of each use case can be a starting point.
· FFS on [model registration], and [model configuration].
Proposal 28: Send LS to RAN2 to study the signalling of lifecycle management related functionalities, including data collection (and dataset delivery), model registration, model activation/deactivation/ fallback, model monitoring, model selection/switching, and model updating.
Proposal 29: The study of model generalization should focus on the capability that a single AI/ML model can work well on various inference/test datasets with different characteristics from the training dataset.
Proposal 30: The detailed generalization criteria can be discussed at 9.2.1 until sufficient progress has been made for the generalization discussion for each use case.
Proposal 31:  Consider power consumption in common KPI for evaluating the performance benefit of AI/ML. 
· Companies are encouraged to report power consumption for the AI/ML model as part of the evaluation.
Proposal 32: The discussions and decisions of AI/ML sub use cases/schemes should be led by RAN1 and coordinate with RAN2 by sending LS to ask the potential RAN2 impact of the AI/ML sub use cases/ schemes.

Observation 1: The overhead of data collection and dataset delivery over air-interface is not a big issue regarding the time period of data collection and dataset delivery during the long period of lifecycle management.
Observation 2: For Network-side model, online/offline training is up to implementation.
Observation 3: Online/offline training describes the procedure of training but is decoupled with whether the data collection/dataset delivery is performed via air-interface or non-air-interface.
Observation 4: For On-Network model training, the specific network entity to perform training is up to Network implementation.
Observation 5: For On-Network model training, the training procedure is transparent to UE (except for potential feedback enhancement for data collection/delivery).
Observation 6: For training Type 1 (joint training of the two-sided model at a single side/entity), performing joint model training at Network side and deliver the model to the UE side is more realistic and beneficial for Network to achieve.
Observation 7: For training Type 2 (joint training of the two-sided model at Network side and UE side, respectively), it relies on complex design to support real-time interaction of FP/BP iterations between Network and UE which introduces challenges.
Observation 8: For training Type 3 (Separate training at Network side and UE side, respectively), sequential training starting with Network side training is more realistic and beneficial for Network to achieve.
Observation 9: Level x refers to implementation-based AI/ML operation without any collaboration between Network and UE, and Level y refers to AI/ML operation requiring signaling exchange between Network and UE to facilitate model training/updating, inference and monitoring, etc., without explicit model structure or parameter information.
Observation 10: For Network-side model, model management is up to Network implementation and no clear motivation is identified to the spec impact involving model registration.
Observation 11: For UE part model(s) of two-sided model(s) or UE-side model(s), model registration is needed so that the Network can involve the model management by activating/deactivating/selecting/switching/updating the UE part/UE-side model.
Observation 12: Overhead of model monitoring (e.g., ground-truth labels) between Network and UE via air-interface may not be a big issue with respect to relatively small monitoring window within long monitoring periodicity in lifecycle management.
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Appendix: Working list of terminologies
[bookmark: _Ref110433134]Table 3 Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the Network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the Network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the Network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model via air-interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the Network to UE

	Model upload
	Model transfer from UE to the Network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabeled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a Network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.
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	Model registration
	A process of registering model-related information on the Network side for management of the model by Network, e.g., model activation, model deactivation, model monitoring, model selection, model update, model switching, etc.

	AI/ML model transfer
	Delivery of an AI/ML model via air-interface signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model deployment
	Process of converting a trained AI/ML model into an executable form and deploy it to a target device where inference is to be performed. The conversion happens after delivery.

	Model update
	Re-training or fine-tuning of an AI/ML model, via online/offline training, to improve the model inference performance. Model update can either only update the model parameters or update the model structure along with the parameters.

	On-UE training
	Online/offline training at the UE side.

	On-Network training
	Online/offline training at the Network side
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