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[bookmark: _Ref129681832]In RAN1#110, companies reached some agreements on evaluation of AI/ML for beam management and the following are extracted from the chair’s notes [1] and feature lead’s summary [2].Agreement
· The Following updated based on the agreements in RAN 1 #109-e is adopted
Parameters
Values
UE distribution

· 10 UEs per sector/cell for system performance related KPI (if supported) [e.g,, throughput] for full buffer traffic (if supported) evaluation (model inference). 
· X UEs per sector/cell for system performance related KPI for FTP traffic (if supported) evaluation (model inference). 
· Other values are not precluded 
· Number of UEs per/sector per cell during data collection (training/testing) is reported by companies if relevant
UE Antenna Configuration
· Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)
· Other assumptions are not precluded
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams
· The Following updated based on the agreements in RAN 1 #109-e is adopted
Parameters
Values
UE Speed
· For spatial domain beam prediction, 3km/h
· For time domain beam prediction: 3km/h(optional), 30km/h (baseline), 60km/h (optional), 90km/h (optional), 120km/h (optional)
· Other values are not precluded
UE distribution
· For spatial domain beam prediction: 
· Option 1: 80% indoor ,20% outdoor as in TR 38.901
· Option 2: 100% outdoor
· For time domain prediction: 100% outdoor
· If UE orientation is modeled, it can be independently modeled from UE moving trajectory model. 
· This is not precluded that UE orientation coupled with UE moving trajectory model. 
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· FFS on the beams of Set B
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
· FFS on fixed or variable number of beams (pairs)
· FFS on the details 
· Other options are not precluded. 
· FFS on the number of beams (pairs) in Set B
· Note: This does not preclude the alternative that Set B is different from Set A.
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size
· 

For KPI related discussions, the following agreements were reached.
In this contribution, we discuss spatial-domain beam prediction using AI/ML based approach and feasibility study and evaluation results using agreed-upon assumptions and parameters from RAN1#109e and RAN1#110 and we focus on the following topics:
· Study the performance impact regarding training dataset sizes on various Set B beam pattern sampling approaches, i.e., fixed, and pre-configured beam patterns, and the performance comparisons between them.
· Study/evaluate AI/ML model generalization  

Dataset generation
For dataset construction, we use the agreed-upon assumptions and simulation parameters from RAN1#109e and RAN1#110 (in updated Table 2.1-1 [2]). To evaluate model generalization, we use the following scenario and configurations:
· UMi deployment scenario and UMa channel model (denoted as UMi_UMa)
· UMi deployment scenario and UMi channel model (denoted as UMi_UMi)
Some major parameters used in generating datasets are indicated in Table 2.1.
Table 2-1: Simulation parameters for dataset generation
	Parameter
	Value

	Scenario
	UMi 38.901,7 sites, 3 cells per site

	Carrier frequency
	30 GHz

	Subcarrier spacing
	120 kHz

	System BW
	80 MHz

	ISD
	200 m

	Channel model
	UMa/UMi with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 1 1 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams
Horizontal angle = [-75 -54, -32, -11, 11, 32, 54, 75]
Vertical angle = [-45, -15, 15, 45]

	UE RX beam pattern
	8 Rx beams
Horizontal angle = [-65, -46, -28, -9, 9, 28, 46, 65]
Vertical angle = [0]

	Indoor UE fraction
	80%

	Spatial consistency 
	False

	Rotation
	False



The above configurations are used to generate the datasets for our study on Set B beam patterns vs. dataset sizes and model generalization for AI/ML-based spatial beam prediction which will be covered in subsequent sections.

Discussion on Set B beam patterns and dataset sizes for AI/ML based spatial domain beam prediction
In this section, we continue the discussion related to evaluation methodology for AI/ML based beam management use case, focusing on the spatial domain beam prediction sub use case.
Discussion on Set B beam patterns
In our contribution for RAN1#110 [3], we discussed and evaluated performance impact in using various beam pattern sampling approaches:
· Option 1: Fixed Beam Pattern
In this option, a defined fixed beam pattern with M select beams out of all the available beam pairs is applied for all the input samples. In our experiment, we use even-space sampling to pick M beam pairs (M  {4, 8, 12, 16, 20, 24, 28, 32}) from the total 256 beam pairs. 
· Option 2: Random Beam Patterns
In this option, we randomly select M beam (M  {4, 8, 12, 16, 20, 24, 28, 32}) from all available beams as input for each sample.
· Option 3: Pre-configured Beam Patterns
In this option, we pre-defined a set of N (N = 5) different beam patterns, each with M selected beam pairs (M  {4, 8, 12, 16, 20, 24, 28, 32}), then one of them will be randomly chosen as input for each sample. 
The intention of using random beam patterns or (a few) pre-configured beam patterns as input is to enable the AI/ML model to learn to predict the Top-1/K beam pairs even if the input beam pattern changes, e.g., in case configuration changes, without the need to retrain the model. As discussed in [3], we observed that when using the same amount of training samples and same number of input beam measurements, fixed input beam pattern achieved better performance compared with random input beam patterns and pre-configured input beam patterns.
To further understand the performance of the two sampling approaches when number of training samples increases, in the following sub sections we discuss the corresponding performance impact when training sample size increases and compare the performance of the fixed beam pattern and pre-configured beam patterns sampling approaches.
Datasets and AI/ML model training/testing parameters
For each experiment, we separated the total samples into 3 parts:
· Total training: 50K-450K 
· Validation: 10% of the total training samples
· Testing: 50K samples
For AI/ML model architecture, we use Transformer as a base with some modifications. The results were generated using the final NN weights that performed the best in validation samples. The details of the training parameters are described in Table 3.1.2-1. Note that for ease of comparison, we fix the Set B beam length as 32.

Table 3.1.2-1: AI/ML model training parameters
	AI/ML model training detail
	Value

	Type
	Transformer-based

	Set B beam size
	32

	Training dataset size
	45K, 135K, 225K, 315K, 405K

	Validation dataset size
	5K, 15K, 25K, 35K, 45K

	Testing dataset size
	50K

	Batch size
	512

	Epoch
	500


Evaluation results for various Set B beam patterns with different dataset sizes
In this sub section, we discuss results related to the following:
· Performance (Top-K prediction accuracy and average L1-RSRP difference of Top-1/K predicted beam pairs) across different amount of training samples when using fixed beam pattern sampling.
· Performance (Top-K prediction accuracy and average L1-RSRP difference of Top-1/K predicted beam pairs) across different amount of training samples when using pre-configured beam patterns sampling.
· Performance comparison between fixed beam pattern sampling and pre-configured beam patterns sampling with varying number of training dataset sizes.
· Above comparisons are performed for both UMi_UMa and UMi_UMi. 

Evaluation results for UMi_UMa scenario/channel model
The following analyses are performed:
· Fixed beam pattern sampling:
· Figure 3.1.2.1-1 depicts the performance impact when the number of samples increases in training the AI/ML model. 
· Table 3.1.2.1-1 contains the performance details for accuracy of Top-1/K predicted beam pairs and average L1-RSRP difference of Top-K predicted beams across various training dataset sizes.
· Table 3.1.2.1-1 also shows the performance comparison between sparse beam sweeping results and AI/ML-based beam prediction results.
· Pre-configured beam patterns sampling:
· Figure 3.1.2.1-2 depicts the performance impact when the number of samples increases in training the AI/ML model. 
· Table 3.1.2.1-2 contains the performance details for accuracy of Top-1/K predicted beam pairs and average L1-RSRP difference of Top-K predicted beams across various training dataset sizes. 
· Table 3.1.2.1-2 also shows the performance comparison between sparse beam sweeping results and AI/ML-based beam prediction results with pre-configured beam patterns sampling. 
Figure 3.1.2.1-1: Prediction performance across various dataset sizes for fixed beam pattern sampling approach (UMi_UMa)
Table 3.1.2.1-1: Performance details of AI/ML-based beam prediction using fixed beam pattern sampling and comparison with sparse beam sweeping approach (UMi_UMa)

	Fixed Beam Pattern Sampling (total beam pairs = 256)

	Total Training Dataset Size
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	50K
	0.1244
	0.5047
	0.6948
	0.8402
	0.8983
	0.9299
	5.06
	1.63
	0.82
	0.34
	0.19
	0.12

	150K
	0.1244
	0.5409
	0.7302
	0.8659
	0.9200
	0.9468
	5.06
	1.39
	0.67
	0.26
	0.14
	0.09

	250K
	0.1244
	0.5476
	0.7374
	0.8700
	0.9217
	0.9480
	5.06
	1.34
	0.63
	0.25
	0.13
	0.08

	350K
	0.1244
	0.5505
	0.7404
	0.8703
	0.9226
	0.9489
	5.06
	1.31
	0.62
	0.24
	0.13
	0.08

	450K
	0.1244
	0.5498
	0.7393
	0.8694
	0.9201
	0.9457
	5.06
	1.34
	0.65
	0.26
	0.14
	0.09













Figure 3.1.2.1-2: Prediction performance across various dataset sizes for pre-configured beam patterns sampling approach (UMi_UMa)










Table 3.1.2.1-2: Performance details of AI/ML-based beam prediction using pre-configured beam patterns sampling and comparison with sparse beam sweeping approach (UMi_UMa)

	Preset Beam Pattern Sampling (total beam pairs = 256)

	Total Training Dataset Size
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	50K
	0.1233
	0.3959
	0.5831
	0.7495
	0.8282
	0.8733
	5.23
	2.63
	1.50
	0.71
	0.43
	0.29

	150K
	0.1233
	0.4339
	0.6211
	0.7808
	0.8530
	0.8940
	5.23
	2.27
	1.25
	0.57
	0.33
	0.22

	250K
	0.1233
	0.4453
	0.6337
	0.7869
	0.8572
	0.8972
	5.23
	2.19
	1.19
	0.55
	0.32
	0.22

	350K
	0.1233
	0.4668
	0.6528
	0.8037
	0.8682
	0.9045
	5.23
	2.03
	1.09
	0.48
	0.28
	0.19

	450K
	0.1233
	0.4748
	0.6620
	0.8102
	0.8744
	0.9099
	5.23
	1.93
	1.03
	0.45
	0.26
	0.18



Evaluation results for UMi_UMi scenario/channel model
Like UMi_UMa scenario/channel model, the following analyses are performed on UMi_UMi:
· Fixed beam pattern sampling:
· Figure 3.1.2.2-1 depicts the performance impact when the number of samples increases in training the AI/ML model. 
· Table 3.1.2.2-1 contains the performance details for accuracy of Top-1/K predicted beam pairs and average L1-RSRP difference of Top-K predicted beams across various training dataset sizes.
· Table 3.1.2.2-1 also shows the performance comparison between sparse beam sweeping results and AI/ML-based beam prediction results.
· Pre-configured beam patterns sampling:
· Figure 3.1.2.2-2 depicts the performance impact when the number of samples increases in training the AI/ML model. 
· Table 3.1.2.2-2 contains the performance details for accuracy of Top-1/K predicted beam pairs and average L1-RSRP difference of Top-K predicted beams across various training dataset sizes. 
· Table 3.1.2.2-2 also shows the performance comparison between sparse beam sweeping results and AI/ML-based beam prediction results with pre-configured beam patterns sampling.Figure 3.1.2.2-1: Prediction performance across various dataset sizes for fixed beam pattern sampling approach (UMi_UMi)

Table 3.1.2.2-1: Performance details of AI/ML-based beam prediction using fixed beam pattern sampling and comparison with sparse beam sweeping approach (UMi_UMi)

	Fixed Beam Pattern Sampling (total beam pairs = 256)

	Total Training Dataset Size
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	50K
	12.05
	0.5133
	0.7130
	0.8610
	0.9184
	0.9471
	4.71
	1.30
	0.63
	0.24
	0.13
	0.08

	150K
	12.05
	0.5389
	0.7367
	0.8771
	0.9302
	0.9555
	4.71
	1.14
	0.54
	0.20
	0.10
	0.06

	250K
	12.05
	0.5458
	0.7449
	0.8830
	0.9337
	0.9575
	4.71
	1.11
	0.52
	0.19
	0.10
	0.06

	350K
	12.05
	0.5502
	0.7501
	0.8868
	0.9355
	0.9591
	4.71
	1.09
	0.49
	0.18
	0.09
	0.06

	450K
	12.05
	0.5543
	0.7529
	0.8865
	0.9350
	0.9591
	4.71
	1.07
	0.49
	0.18
	0.09
	0.06



Figure 3.1.2.2-2: Prediction performance across various dataset sizes for pre-configured beam patterns sampling approach (UMi_UMi)



Table 3.1.2.2-2: Performance details of AI/ML-based beam prediction using pre-configured beam patterns sampling and comparison with sparse beam sweeping approach (UMi_UMi)
	Preset Beam Pattern Sampling (total beam pairs = 256)

	Total Training Dataset Size
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Sparse sweeping
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	50K
	12.14
	0.3236
	0.5097
	0.6970
	0.7881
	0.8443
	4.86
	3.07
	1.84
	0.93
	0.57
	0.38

	150K
	12.14
	0.4678
	0.6683
	0.8276
	0.8927
	0.9272
	4.86
	1.64
	0.83
	0.34
	0.19
	0.12

	250K
	12.14
	0.4738
	0.6711
	0.8303
	0.8925
	0.9263
	4.86
	1.60
	0.82
	0.34
	0.19
	0.12

	350K
	12.14
	0.4836
	0.6827
	0.8364
	0.8972
	0.9292
	4.86
	1.54
	0.77
	0.32
	0.18
	0.12

	450K
	12.14
	0.4868
	0.6837
	0.8393
	0.8987
	0.9316
	4.86
	1.52
	0.77
	0.32
	0.18
	0.11



From the above analyses for both UMi_UMa and UMi_UMi, our results show that the testing performance is steadily improved when more data is used in training the AI/ML model when using either fixed beam sweeping sampling or pre-configured beam patterns sampling. 
It is also obvious to note that AI/ML-based approach has achieved significant better performance than sparse beam sweeping approach in both scenarios.
Summary of comparisons between beam sampling approaches
From the ease of comparison, we plotted the performance between the two beam sampling approaches together with varying training dataset sizes. 
· Figure 3.1.2.3-1 depicts the Top-1/K prediction accuracy comparison between fixed beam pattern sampling and pre-configured beam pattens sampling across various training dataset sizes. 
· Figure 3.1.2.3-2 compares the average L1-RSRP difference of Top-1/K predicted beams between the 2 sampling approaches. Figure 3.1.2.3-2: Average L1-RSRP difference of Top-1/K predicted beams comparison between fixed and pre-configure beam pattern(s) sampling approaches
Figure 3.1.2.3-1: Top-1/K prediction accuracy comparison between fixed and pre-configure beam pattern(s) sampling approaches


It can be noted that while the performance of both sampling approaches improves when training dataset size is increased, the performance of pre-configured beam patterns sampling appears to be more sensitive to training dataset size increase.    

Observation 1: The performance of spatial-domain beam prediction using either fixed beam pattern sampling or pre-configured beam patterns sampling is improving when the training dataset size is increasing.
Observation 2: The performance of AI/ML-based beam prediction has achieved significantly better performance when comparing with sparse beam sweeping approach.
Observation 3: Performance of pre-configured beam patterns sampling is more sensitive to training dataset size increase compared to fixed beam pattern sampling.
Proposal 1: For AI/ML based spatial beam prediction, when using pre-configured beam patterns sampling approach, further study the trade-off between training dataset size and performance. 
We noticed that using the agreed intermediate KPI “Average L1-RSRP difference of Top-1 (or Top-K) predicted beam” alone may not directly indicate the performance as the value(s) depend(s) on the ground truth/genie-aided L1-RSRP difference. To better understand the performance of AI/ML-based spatial beam prediction, the L1-RSRP difference between the ideal L1-RSRP of the Top-1 genie-aided beam and the ideal L1-RSRP of the Top-K genie-aided beams in the dataset should be used together. Figure 3.1.2.3-5 depicts such information in the training dataset used in our experiments. Figure 3.1.2.3-5: Average L1-RSRP difference between the ideal L1-RSRP of the Top-1 genie-aided beam and the ideal L1-RSRP of the Top-K genie-aided beams in the dataset

Observation 4: When evaluating AI/ML model performance, using “Average L1-RSRP difference of Top-1 (or Top-K) predicted beam” alone may not directly indicate the performance unless the average L1-RSRP difference between the ideal L1-RSRP of the Top-1 genie-aided beam and the ideal L1-RSRP of the Top-K genie-aided beams in the (testing) dataset is known.
Proposal 2: For AI/ML based spatial beam prediction, to help performance evaluation discussion, companies are encouraged to share simulation details for the dataset generation and provide the average L1-RSRP difference between the ideal L1-RSRP of the Top-1 genie-aided beam and the ideal L1-RSRP of the Top-K genie-aided beams in the training/testing dataset.

Discussion on model generalization evaluation
Performance report
During the RAN1#110 meeting, AI/ML model generalization received a lot of attention and was heavily discussed among companies. For AI/ML based beam management use case, the following proposal was proposed by the moderator [2] and discussed among companies.
Proposal 1-3-1b
To investigate the model generalization capability, at least the following aspect(s) can be considered for the evaluation for AI/ML in beam management:
· Different UE parameters: UE speed, UE antenna config, UE trajectories, number of Rx beam, UE Antenna height etc 
· Different NW settings: Tx beam book (e.g., number of Tx beam, Tx beam width, FFS: TX beam boresight directions, etc), BS Antenna height, etc
· FFS: Different inputs of AI/ML model: number/pattern of beams (pairs) in Set B, etc
· Different Scenarios, UMa, UMi including UE distribution, etc
· FFS on whether/how to select subset(s) of scenarios/configurations at least considering UE-side or NW-side AI/ML training/inference 

Companies may choose one or more of the scenarios/configurations in their study. To facilitate the performance evaluation discussion for model generalization topic, we feel there is a need to align some performance reporting attributes. Table 4.1-1 provides an example of performance report.

Table 4.1-1: Model generalization evaluation report example
	Sub use case
	Training scenario / config.
	Testing scenario/ config.
	Set A/B configurations
	Dataset size
	Perf. KPIs
	Other KPIs
	Mechanism applied

	
	
	
	
	Train
	Test
	
	
	

	
	
	
	
	
	
	
	
	


 
Proposal 3: When reporting AI/ML model generalization evaluation results for beam management enhancements, companies are encouraged to align the reporting attributes and format as depicted in Table 4.1-1. 

AI/ML Model Generalization Evaluation 
In this section, we discuss AI/ML model generalization on difference scenarios. For our experiment, we focus on the following:
· Scenario/channel models: UMi_UMa (S1) and UMi_UMi (S2)
· Sampling approaches: fixed beam pattern sampling and pre-configured beam patterns sampling
· Comparisons:
· Baselines: using scenario-based modeling approach
· Model 1: trained using dataset from S1 only and tested using dataset from S1.
· Model 2: trained using dataset from S2 only and tested using dataset from S2.
· Naïve Transfer approach:
· Model 1 that was trained using dataset from S1 only is used directly to perform beam prediction on dataset from S2.
· Model 2 that was trained using dataset from S2 only is used directly to perform beam prediction on dataset from S1.

For simplicity, we fixed the Set-B length to 32. 

Fixed Beam Pattern Sampling
Table 4.2-1 shows the spatial domain beam prediction performance using fixed beam pattern sampling for the UMi_UMi testing scenario/channel model:
· Baseline: the AI/ML model is trained using dataset generated from UMi_UMi first, then tested on UMi_UMi.
· Naïve Transfer: the AI/ML model is trained using dataset generated from UMi_UMa first, then tested on UMi_UMi.

Table 4.2-1: AI/ML model generation results for UMi_UMi test scenario/channel model using fixed beam pattern sampling
	Fixed Beam Pattern Sampling: Set-B length 32 (450K Training Samples)

	Training scenario / channel model
	Testing scenario / channel model
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	UMi_UMi
	UMi_UMi (baseline)
	0.5543
	0.7529
	0.8865
	0.9350
	0.9591
	1.07
	0.49
	0.18
	0.09
	0.06

	UMi_UMa
	UMi_UMi
	0.5479
	0.7452
	0.8833
	0.9349
	0.9592
	1.11
	0.50
	0.18
	0.09
	0.05



Based on Table 4.2-1, it can be noted that AI/ML model trained using dataset from UMi_UMa scenario/channel model can generalize (well) to UMi_UMi scenario/channel model when using fixed beam pattern sampling approach.

Table 4.2-2 shows the spatial domain beam prediction performance using fixed beam pattern sampling for the UMi_UMa testing scenario/channel model:
· Baseline: scenario-based in which AI/ML model is trained using dataset generated from UMi_UMa and tested on UMi_UMa.
· Naïve Transfer: the AI/ML model is trained using dataset generated from UMi_UMi first, then tested on UMi_UMa.

Table 4.2-2: AI/ML model generation results for UMi_UMa test scenario/channel model using fixed beam pattern sampling
	Fixed Beam Pattern Sampling: Set-B length 32 (450K Training Samples)

	Training scenario / channel model
	Testing scenario / channel model
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	UMi_UMa
	UMi_UMa (baseline)
	0.5498
	0.7393
	0.8694
	0.9201
	0.9457
	1.34
	0.65
	0.26
	0.14
	0.09

	UMi_UMi
	UMi_UMa
	0.5381
	0.7222
	0.8516
	0.9044
	0.9320
	1.50
	0.78
	0.34
	0.20
	0.13



Based on Table 4.2-2, it can be noted the performance of using AI/ML model trained for UMi_UMi in predicting data samples from UMi_UMa is decent, however, small performance degradation is observed when using fixed beam pattern sampling approach.

Observation 5: In AI/ML model generalization across different scenarios for spatial-domain beam prediction when using fixed beam pattern sampling, our experiments show the following based on the datasets we used:
· The AI/ML model trained using dataset generated for UMi_UMa scenario/channel model CAN generalize to UMi_UMi scenario/channel model without performance degradation.
· The AI/ML model trained using dataset generated for UMi_UMi scenario/channel model may be used for UMi_UMa scenario/channel model with small performance degradation.
Pre-configured Beam Patterns Sampling
Table 4.2-3 shows the spatial domain beam prediction performance using pre-configured beam patterns sampling for the UMi_UMi testing scenario/channel model:
· Baseline: scenario-based in which AI/ML model is trained using dataset generated from UMi_UMi and tested on UMi_UMi.
· Naïve Transfer: the AI/ML model is trained using dataset generated from UMi_UMa first, then tested on UMi_UMi.

Table 4.2-3: AI/ML model generation results for UMi_UMi test scenario/channel model using pre-configured beam patterns sampling
	Pre-configured Beam Patterns Sampling: Set-B length 32 (450K Training Samples)

	Training scenario / channel model
	Testing scenario / channel model
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	UMi_UMi
	UMi_UMi
(baseline)
	0.4868
	0.6837
	0.8393
	0.8987
	0.9316
	1.52
	0.77
	0.32
	0.18
	0.11

	UMi_UMa
	UMi_UMi
	0.4753
	0.6711
	0.8274
	0.8905
	0.9248
	1.64
	0.84
	0.34
	0.19
	0.12



Based on Table 4.2-3, it can be noted that AI/ML model trained using dataset from UMi_UMa scenario/channel model can generalize (well) to UMi_UMi scenario/channel model when using pre-configured beam patterns sampling approach.

Table 4.2-4 shows the spatial domain beam prediction performance using pre-configured beam patterns sampling for the UMi_UMa testing scenario/channel model:
· Baseline: scenario-based in which AI/ML model is trained using dataset generated from UMi_UMa and tested on UMi_UMa.
· Naïve Transfer: the AI/ML model is trained using dataset generated from UMi_UMi first, then tested on UMi_UMa.

Table 4.2-4: AI/ML model generation results for UMi_UMa test scenario/channel model using pre-configured beam patterns sampling
	
	Pre-configured Beam Patterns Sampling: Set-B length 32 (450K Training Samples)

	Training scenario / channel model
	Testing scenario / channel model 
	Accuracy
	Avg. L1-RSRP difference of Top-K predicted beam [dB]

	
	
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8
	Top-1
	Top-2
	Top-4
	Top-6
	Top-8

	UMi_UMa
	UMi_UMa
(baseline)
	0.4748
	0.6620
	0.8102
	0.8744
	0.9099
	1.93
	1.03
	0.45
	0.26
	0.18

	UMi_UMi
	UMi_UMa
	0.4721
	0.6532
	0.8009
	0.8656
	0.9011
	2.02
	1.13
	0.52
	0.32
	0.22



Based on Table 4.2-4, it can be noted the performance of using AI/ML model trained for UMi_UMi in predicting data samples from UMi_UMa is decent, however, small performance degradation is observed when using pre-configured beam patterns sampling approach.

Observation 6: In AI/ML model generalization across different scenarios for spatial-domain beam prediction when using pre-configured beam patterns sampling, our experiments show the following based on the datasets we used:
· The AI/ML model trained using dataset generated for UMi_UMa scenario/channel model CAN generalize to UMi_UMi scenario/channel model without performance degradation.
· The AI/ML model trained using dataset generated for UMi_UMi scenario/channel model may be used for UMi_UMa scenario/channel model with small performance degradation.

Table 4.2-5 summarizes the model generalization evaluation results together according to the above discussion.
Table 4.2-5: Model generalization evaluation result summary
	Sub use case
	Training scenario / config.
	Testing scenario/ config.
	Set A/B
	Dataset size
	Accuracy
	L1-RSRP Difference (dB)
	Mechanism applied

	
	
	
	
	Train
	Test
	Top-1
	Top-8
	Top-1 predicted beam
	Top-8 predicted beam
	

	Spatial domain beam prediction
	UMi_UMa
	UMi_UMa
	256/32 (fixed)
	450K
	50K
	0.5498
	0.9457
	1.34
	0.09
	Baseline

	
	UMi_UMi
	UMi_UMi
	
	
	
	0.5543
	0.9591
	1.07
	0.06
	

	
	UMi_UMa
	UMi_UMa
	256/32 (pre-config)
	
	
	0.4748
	0.9099
	1.93
	0.18
	

	
	UMi_UMi
	UMi_UMi
	
	
	
	0.4868
	0.9316
	1.52
	0.11
	

	
	UMi_UMa
	UMi_UMi
	256/32 (fixed)
	450K
	50K
	0.5479
	0.9592
	1.11
	0.05
	Naïve approach

	
	UMi_UMi
	UMi_UMa
	
	
	
	0.5381
	0.9320
	1.50
	0.13
	

	
	UMi_UMa
	UMi_UMi
	256/32 (pre-config)
	
	
	0.4753
	0.9248
	1.64
	0.12
	

	
	UMi_UMi
	UMi_UMa
	
	
	
	0.4721
	0.9011
	2.02
	0.22
	


 
Proposal 4: In AI/ML model generalization across different scenarios/configurations for spatial-domain beam prediction sub use case, further study the applicable generalization mechanism(s) that can be applied to different scenario/configuration combinations.  

 Conclusions
In this contribution, we discussed our study on evaluation results of AI/ML-based spatial beam prediction on both performance and AI/ML model complexity; our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Dataset size on performance impact analyses for different Set B beam pattern sampling approaches:
Observation 1: The performance of spatial-domain beam prediction using either fixed beam pattern sampling or pre-configured beam patterns sampling is improving when the training dataset size is increasing.
Observation 2: The performance of AI/ML-based beam prediction has achieved significantly better performance when comparing with sparse beam sweeping approach.
Observation 3: Performance of pre-configured beam patterns sampling is more sensitive to training dataset size increase compared to fixed beam pattern sampling.
Observation 4: When evaluating AI/ML model performance, using “Average L1-RSRP difference of Top-1 (or Top-K) predicted beam” alone may not directly indicate the performance unless the average L1-RSRP difference between the ideal L1-RSRP of the Top-1 genie-aided beam and the ideal L1-RSRP of the Top-K genie-aided beams in the (testing) dataset is known.
Proposal 1: For AI/ML based spatial beam prediction, when using pre-configured beam patterns sampling approach, further study the trade-off between training dataset size and performance. 
Proposal 2: For AI/ML based spatial beam prediction, to help performance evaluation discussion, companies are encouraged to share simulation details for the dataset generation and provide the average L1-RSRP difference between the ideal L1-RSRP of the Top-1 genie-aided beam and the ideal L1-RSRP of the Top-K genie-aided beams in the training/testing dataset.

AI/ML model generalization:
Proposal 3: When reporting AI/ML model generalization evaluation results for beam management enhancements, companies are encouraged to align the reporting attributes and format as depicted in Table 4.1-1. 
Table 4.1-1: Model generalization evaluation report example
	Sub use case
	Training scenario / config.
	Testing scenario/ config.
	Set A/B configurations
	Dataset size
	Perf. KPIs
	Other KPIs
	Mechanism applied

	
	
	
	
	Train
	Test
	
	
	

	
	
	
	
	
	
	
	
	



Observation 5: In AI/ML model generalization across different scenarios for spatial-domain beam prediction when using fixed beam pattern sampling, our experiments show the following based on the datasets we used:
· The AI/ML model trained using dataset generated for UMi_UMa scenario/channel model CAN generalize to UMi_UMi scenario/channel model without performance degradation.
· The AI/ML model trained using dataset generated for UMi_UMi scenario/channel model may be used for UMi_UMa scenario/channel model with small performance degradation.
Observation 6: In AI/ML model generalization across different scenarios for spatial-domain beam prediction when using pre-configured beam patterns sampling, our experiments show the following based on the datasets we used:
· The AI/ML model trained using dataset generated for UMi_UMa scenario/channel model CAN generalize to UMi_UMi scenario/channel model without performance degradation.
· The AI/ML model trained using dataset generated for UMi_UMi scenario/channel model may be used for UMi_UMa scenario/channel model with small performance degradation.
Proposal 4: In AI/ML model generalization across different scenarios/configurations for spatial-domain beam prediction sub use case, further study the applicable generalization mechanism(s) that can be applied to different scenario/configuration combinations.

References
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