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1	Introduction
This contribution presents our input to the ongoing RAN study item on Ambient IoT [1].
2	Handling of SA1 use cases in RAN
2.1	Use case grouping & representative use cases
In RAN#98 the following was agreed for Topic 2:
	Agreement:
· Define the groups of Grouping A as follows, as a start point:
· Indoor
· Outdoor
· Indoor/outdoor
· Define the groups of Grouping B as follows, as a start point:
· Inventory
· Sensors
· Positioning
· Command
· Whether to incorporate Grouping A and Grouping B according to Approach 1 (include both separately) or Approach 2 (Group first by A, and second by B) will be decided in RAN#99.
· Mapping of SA1 use cases to the groups of each grouping will be discussed in the next meeting, including whether RAN needs to attempt that mapping, or only has to define the groups.




Our assessment of the use cases in V1.1.0 of the SA1 TR 22.840 [2] is collected in following table:
		
	
	
	Groups of Grouping B

	
	
	
	Inventory
	Sensors
	Positioning
	Command

	
	
	
	1,2, 4, 5, 7, 12, 15, 16, 18, 27
	3, 6, 13, 19, 20, 22, 23, 24, 25, 28
	8, 9, 10, 12, 14, 16, 21
	11, 17, 26, 29, 30

	Groups of Grouping A
	Indoor
	1, 5, 6, 10, 13, 14, 15, 21, 23, 27, 29
	1, 5, 15
	6, 13, 23, 27
	10, 14, 21
	29

	
	Outdoor
	3, 19, 22, 24, 25, 30
	 
	3, 19, 22, 24, 25
	 
	30

	
	Indoor/outdoor
	2, 4, 7, 8, 9, 11, 12, 16, 17, 18, 20, 26, 28
	2, 4, 7, 16, 18
	20, 28
	8, 9, 12
	11, 17, 26






Regarding Grouping A, there are several use cases in all groups meaning that solutions with both outdoor and indoor coverage should be considered in the study.
[bookmark: _Toc129636469]Technical solutions should be able to provide both indoor and outdoor coverage.
Regarding Grouping B, what is mostly relevant for a RAN solution intended to meet the service requirements of the SA1 use cases is the type of traffic. This relates to Topic 4-6: Traffic assumption.
	Conclusion 4-6
FFS: whether the TR will describe different types of device-terminated traffic, e.g., Device-Terminated command and Device-Terminated reporting trigger, and whether to describe relationships between device-originated and device-terminated traffic, etc.



Regarding this FFS, and to match the use cases in in TR 22.840 V1.1.0 [2], we think the following traffic classification is useful to better understand what a technical solution may need to support:
a. DO event triggered: Device-Originated UL report triggered by e.g. a sensor
b. DO periodic: Device-Originated UL report configured to be transmitted periodically
c. DT UL report: Device-Terminated (NW) polling for UL report
d. DT Command/DL data: Device-Terminated command or DL data for the device, e.g. a configuration
Note that case ‘c’ above is the only one that supports completely passive devices (through backscattering). Connecting this to the device categorization A, B, C (see Section 4.3 and the proposal therein) it is seen which types of traffic can be supported by which device type: 
	Ambient IoT device type
	Supported traffic types

	Device A:
No energy storage, no data reception capability, no independent signal generation, i.e., backscattering transmission.
	c

	Device B:
Has energy storage of at least E1 joules, can receive data, no independent signal generation, i.e., backscattering transmission. Use of stored energy can include amplification for reflected signals.
	c, d

	Device C:
Has energy storage of at least E2 joules, can receive data, has independent signal generation, i.e., active RF component for transmission
	a, b, c, d



In Appendix A, all SA1 use cases are mapped to this traffic assumption. It is seen that c) ‘DT UL reporting’ is the most common, but all are included as the main traffic for more than one use case. Further, several use cases can be addressed by different traffic assumptions, e.g., a sensor report can be delivered to the NW by either a, b, or c. Finally, many use cases mention initiation/registration, authentication, updating the status of the devices, or configuring the devices, in which case downlink transmission to the device and d) ‘DT Command/DL data’ must be supported. Related to this we propose to clarify that ‘Command’ should include any downlink data to the device, e.g., for updating the status of medical instruments in UC 5.11. 
[bookmark: _Toc129636470]DL data, such as device configuration, is included in the ‘Command’ use case group, i.e., ‘Command/DL data’.
From the traffic analysis in Appendix A, it also becomes unclear how ‘Inventory’ is different from ‘Positioning’, since ‘Inventory’ always required positioning information. That is, ‘Inventory’ refers to reporting of device ID, and reporting device ID without any knowledge of where in the network the device is located may be quite useless. At least it should be made known whether the device is in a specific warehouse and within the range of a reader. It could be argued that the difference between ‘Inventory’ and ‘Positioning’ is the positioning accuracy, where the latter would have higher requirements. However, as seen from the suggested KPIs in [2] this is not the case and many inventory use case have very high positioning accuracy requirements, e.g., ~3 m for UCs 5.1, 5.5, and 5.16.
[bookmark: _Toc129636460]‘Inventory’ always implies position information, even if on cell level or ‘within carrier wave coverage’ and can therefore be merged with ‘Positioning’.
Moreover, also the other use case groups in Grouping B, ‘Sensor’ and ‘Command/DL data’, require device ID to work. That is, the sensor reading from a cow with alarmingly high temperature (UC 5.22) is less useful unless it is known which cow it is coming from and updating the status of an instrument (UC 5.11) cannot be done without addressing the right instrument.
[bookmark: _Toc129636461]‘Inventory’ refers to device identification, which is a pre-requisite of any service, i.e., sensor data, positioning info, or a command is useless without associated device identification.
[bookmark: _Toc129636471]For Grouping B, consider groups ‘Sensor’, ‘Positioning’ (or ‘Inventory/Positioning’), and ‘Command/DL data’. 
Therefore, also since both indoor and outdoor environments are relevant for all groups (see Proposal 1), we propose to use the Grouping B as the representative use cases.
[bookmark: _Toc129636472]Grouping B groups ‘Sensor’, ‘Positioning’ (or ‘Inventory/Positioning’) and ‘Command/DL data’ are used as representative use cases.
[bookmark: _Ref101518265]3	Deployment scenarios
3.1	Characteristics for representative use cases 
The purpose of the representative use cases would be to later arrive at some RAN design targets which must be fulfilled by any candidate technical solution. As an intermediate step the characteristic for the deployment scenarios are to be filled in according to agreement made in RAN#98:
	Agreement:
Capture deployment scenarios as follows:
	Applicable representative use cases
	Characteristic
	Description

	rUC1, rUC2, …, …
	Environment (of device)
	

	
	Basestation characteristic (if any)
	

	
	Connectivity topology
	

	
	Spectrum
	

	
	Coexistence with existing 3GPP technologies
	

	
	Traffic assumption
	



FFS: Possible values for each characteristic row (see following questions)
FFS: Whether device characteristic is added to the table.




First related to the second FFS, since it is important for the feasibility of alternative solutions to understand which device characteristics are associated with a representative use case, we propose to include the device characteristics in the table (at least if applicable to devices of type A, B, and/or C) – see Section 4.3. 
[bookmark: _Toc129636473]Device characteristic is added to the deployment scenarios table.
The possible values to be added in the ‘Description’ are captured by the following RAN#98 agreements:
	Agreement:
·  ‘Environment of device’ can be ‘indoor’, ‘outdoor’, ‘indoor or outdoor’.
Agreement:
‘Basestation characteristic’ can be: macro-cell based deployment, micro-cell based deployment, pico-cell base deployment, or none.
· Companies are encouraged to discuss if there are additional necessary details of these descriptions in following meetings.
Agreement:
The study considers Ambient IoT deployment in-band to NR, in guard-band of NR, and standalone band from NR, and FFS: relationship to deployment scenarios.
· Note: Prioritization among them can be discussed in later meetings
Agreement:
For basestation deployments (when present), “Coexistence with existing 3GPP technologies” can be:
· Deployed on the same sites as an existing 3GPP deployment corresponding to the basestation type
· Deployed on new sites without an assumption of an existing 3GPP deployment
Agreement:
· Topology (1): BS <-> Ambient IoT device 
· NOTE 1: Includes the possibility of BS Rx and BS Tx in different BSs
· Topology (2): BS <-> intermediate node <-> Ambient IoT device 
· NOTE 1: Intermediate node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· Topology (3): BS <-> assisting node <-> Ambient IoT device <-> BS 
· NOTE 1: Assisting node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· FFS: If the two BS can be different
· Topology (4): UE <-> Ambient IoT device
· FFS: Topology (5) UE <-> Ambient IoT device <-> {BS or UE}
Agreement:
Spectrum in a deployment scenario is: licensed FDD, licensed TDD, unlicensed.
· Note: Further discuss if the study should apply any limitations to the cases for which unlicensed spectrum is studied.




With the device characteristics (Topic 5-2) included, and the traffic assumption (Topic 4-6) proposed above, our assessment of the deployment scenarios for the representative use cases proposed above is the following:
Table 1: Deployment scenario table for representative use case 'Sensors'.
	Applicable representative use cases
	Characteristic
	Description

	rUC1 = ’Sensor’
	Environment (of device)
	Indoor and outdoor

	
	Basestation characteristic (if any)
	Outdoor: macro, micro.
Indoor: pico

	
	Connectivity topology
	1, 2

	
	Spectrum
	Licensed FDD, licensed TDD, (indoor: unlicensed)

	
	Coexistence with existing 3GPP technologies
	In-band, guard-band, standalone.
Same site, (indoor: new site).

	
	Traffic assumption
	DO event triggered, DO periodic, DT UL reporting

	
	Device characteristic
	2, 3
B, C



Table 2: Deployment scenario table for representative use case 'Positioning'.
	Applicable representative use cases
	Characteristic
	Description

	[bookmark: _Hlk129520905]rUC2 = ’Positioning’
	Environment (of device)
	Indoor and outdoor

	
	Basestation characteristic (if any)
	Outdoor: macro, micro.
Indoor: pico

	
	Connectivity topology
	1, 2, (indoor 3)

	
	Spectrum
	Licensed FDD, licensed TDD, (indoor: unlicensed)

	
	Coexistence with existing 3GPP technologies
	In-band, guard-band, standalone.
Same site, (indoor: new site).

	
	Traffic assumption
	DO event triggered, DO periodic, DT UL reporting, DT Command/DL data

	
	Device characteristic
	2, 3
B, C



Table 3: Deployment scenario table for representative use case 'Command/DL data'.
	Applicable representative use cases
	Characteristic
	Description

	rUC3 = ’Command/DL data’
	Environment (of device)
	Indoor and outdoor

	
	Basestation characteristic (if any)
	Outdoor: macro, micro.
Indoor: pico

	
	Connectivity topology
	1, 2, (indoor 3)

	
	Spectrum
	Licensed FDD, licensed TDD, (indoor: unlicensed)

	
	Coexistence with existing 3GPP technologies
	In-band, guard-band, standalone.
Same site, (indoor: new site).

	
	Traffic assumption
	DT Command/DL data

	
	Device characteristic
	2, 3
B, C



3.2	Further considerations related to deployment scenarios
Something that will later distinguish different solutions is whether an indoor deployment is required for indoor coverage. That is, building penetration loss can be problematic and is it important to better understand if addressing indoor use cases with a solution relying on outdoor network deployment is feasible.
[bookmark: _Toc129636462]For feasibility of technical solutions, it is useful to differentiate if indoor deployment is required to provide indoor coverage or if outdoor-to-indoor is possible.
Related to different types of deployments and topologies, it is further important to differentiate if the deployment is fixed (e.g., network deployment) or dynamic (e.g., smartphone as reader). Depending on the different requirements for service assurance for use cases this will have a direct impact on which solutions are feasible. For example, for sensor readings to be obtained every 15 minutes, it may not be sufficient to rely on a UE/smartphone always being in the vicinity, whereas for readings triggered by this UE/smartphone the solution might be feasible.
[bookmark: _Toc129636474]Add a characteristic on service assurance and if the deployment is fixed (e.g., network deployment) or dynamic (e.g., smartphone as reader).
Several of the SA1 use cases mention functionality with CN impact: authentication, initial registration, security, etc. The Ambient-IoT SID [1] contains the following statement regarding CN impact:
	NOTE: The study shall not prioritize deployment aspects that should be coordinated with SA, e.g., public or private network, with or without CN connection.


RAN1 and RAN4 work is largely agnostic of the CN impact, but for RAN2 and RAN3 considering “with or without CN connection” would effectively double the work since both tracks must be investigated. Due to this it could be relevant to get SA input on this issue.
[bookmark: _Toc129636475]Consider sending an LS to SA to request input on the feasibility of solutions “with or without CN connection”.

4	Device categorization
4.1	Categorization based on energy source
For device categorization based on energy source characteristic, it was agreed in RAN#98-e to capture the following text in TR 38.848:
	Agreement:
The following text is included in TR 38.848, with precise location up to later decision:
· “Companies have reported the following energy sources for energy harvesting in literature: RF, solar/light, piezoelectric (kinetic/vibration), electromagnetic, electrostatic, heat/thermal, thermoelectric, magnetic, wind/water, acoustic”




The amount of harvested power varies significantly based on the energy source. This is because the harvester efficiency and the power density vary a lot based on the energy source and harvester technologies. According to the SID, the output power of energy harvester is typically from 1 µW to a few hundreds of µW. It might be beneficial to capture the expected range of the harvested power to better understand which traffic models and use cases it is feasible to support. That is, the size of the device’s energy storage impacts how long transmissions and signalling exchange can be supported, and the harvesting power and harvesting time determined how often there can be data activity.
[bookmark: _Toc129553874][bookmark: _Toc129636476]Capture the expected range of the harvested power to be able to determine which traffic models and use cases are feasible to support.
4.2	Categorization based on energy storage capability
For categorization based on energy storage, the following working assumption was made during RAN#98-e:
	Working assumption:
This framework is used to categorize energy storage:
· Storage 1: no storage at all
· Storage 2: Up to E1 joules
· Storage 3: Up to E2 joules
FFS: In RAN#99 value(s) of E1, E2 and it is possible that E1=E2, in which case we have only two storage categories. Note in this case that storage 2 and 3 could be replaced by a single description such as “limited energy storage”, instead.




Although not explicitly captured in the working assumption, it is our understanding that “Storage 1”, “Storage 2” and “Storage 3” correspond to that of a fully passive device, a semi-passive device (i.e., Device B in Section 4.3), and an active device (i.e., Device C in Section 4.3) respectively.  
The values for energy storage capabilities E1 and E2 would depend various factors, such as transceiver power consumption, data rate, packet sizes, and so on. 
For active devices (E1), the transmitter power consumption dominates the overall power consumption, whereas for semi-passive devices (E2), the receiver power consumption to receive DL data plays a more dominant role (as transmission is based on backscattering). Typically, transmitter power consumption is much larger than the receiver power consumption, and therefore, active devices typically require a larger energy storage than semi-passive devices. Note that the transceiver power consumption of the device would depend on its maximum transmit power, receiver sensitivity, the type of waveform used for transmission/reception, and so on. 
Assuming fixed packet sizes and fixed BW, higher data rates would result in a shorter time to complete transmission (total ON time for the device is reduced). This, in turn, could lower the energy consumption and the required energy storage size. 
The above aspects are illustrated using some simple examples below (transmitter power consumption is assumed to transmitted power + 6 dB): 
· Example 1 (active devices): 
transmitted power = -5 dBm, packet size = 15 bytes, data rate = 100 bps
 Energy usage to transmit 1 packet = 1.5 mJ

· Example 2 (active devices): 
transmitted power = 0 dBm, packet size = 15 bytes, data rate = 1 kbps
 Energy usage to transmit 1 packet = 0.5 mJ

· Example 3 (active devices): 
transmitted power = -5 dBm, packet size = 15 bytes, data rate = 10 kbps
 Energy usage to transmit 1 packet = 0.1 mJ

· Example 4 (semi-passive devices):  
receiver power consumption = -3 dBm, packet size = 15 bytes, data rate = 1 kbps
 Energy usage to receive 1 packet = 0.06 mJ

The values of E1 and E2 should be at least the same as energy usage (to transmit one packet). Depending on the storage technology, E1 and E2 may need to be much larger than the energy usage. Nevertheless, the approach shown in the above examples can be used to determine the minimum values of E1 and E2. Note also that the protocol design for Ambient IoT needs to consider not only the storage capacity but also charging time and the self-discharge time for various storage technologies, the voltage threshold for device operation, and traffic pattern.
[bookmark: _Hlk129538370]From the above examples, E1 and E2 would depend on (at least) data rate, transceiver power consumption, and packet size. Also, they play a crucial role in protocol design for Ambient IoT. Therefore, in our view, it might be premature to conclude on values of E1 and E2 already during the RAN SI and should be studied further during a potential RAN WG-level SI. In TR 38.848, it might be enough to capture qualitive description of device categorization based on energy storage. For example, it could be captured that the energy storage of an active device (i.e., E2) is expected to be several orders of magnitude lower than what an NB-IoT device would typically support (e.g., 2AA batteries) and that the energy storage of a semi-passive device (i.e., E1) is expected to be at least a few orders of magnitude lower than an active device.
[bookmark: _Toc129553869][bookmark: _Toc129636463]It would be premature to conclude on specific values of E1 and E2 already during the RAN SI. In TR 38.848, it would enough to capture that E2 is expected to be several orders of magnitude lower than what an NB-IoT device would typically support (e.g., 2AA batteries) and E1 is expected to be at least an order of magnitude lower than E2.
4.3	Categorization based on transmission/reception characteristic
For device categorization based on transmission characteristic, the following agreement has been made:
	Agreement:
The following set of Ambient IoT devices are considered in the SI:
· Device A: No energy storage, no independent signal generation, i.e., backscattering transmission
· Device B: Has energy storage, no independent signal generation, i.e., backscattering transmission. Use of stored energy can include amplification for reflected signals
· Device C: Has energy storage, has independent signal generation, i.e., active RF component for transmission 
FFS: Whether to include device function
FFS: Whether to include a target maximum power consumption for each device
FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)
FFS: if combination of these devices will be considered.




On the first FFS above, we think that the reception characteristic of the devices, in addition to their transmission characteristic, should be included in the description. Device A may not be able to receive data/commands from the BS (or any other node) as at least some sort of energy storage is needed to carry out this operation, whereas Device B and Device C could receive data/commands from the BS. This aspect is important to clarify in the TR. 
On the second FFS above, we think that there is no need to include a target on maximum power (or energy) consumption for the different devices. The energy storage capabilities (as discussed in the previous section) would limit the energy consumption of the devices and that would suffice for the RAN SI. Note that higher output power is beneficial from coverage point-of-view, so unnecessarily limiting the maximum power consumption to artificially limit the output power should probably be avoided. 
Additionally, we think it is beneficial to combine the categorization based on energy storage capability and the categorization based on transmission/reception characteristic as in the proposal below. 
[bookmark: _Toc129553875][bookmark: _Toc129636477]Update the description of Device A, Device B, and Device C as follows:
· [bookmark: _Toc129553876][bookmark: _Toc129636478]Device A: No energy storage, no data reception capability, no independent signal generation, i.e., backscattering transmission
· [bookmark: _Toc129553877][bookmark: _Toc129636479]Device B: Has energy storage of at least E1 joules, can receive data, no independent signal generation, i.e., backscattering transmission. Use of stored energy can include amplification for reflected signals
· [bookmark: _Toc129553878][bookmark: _Toc129636480]Device C: Has energy storage of at least E2 joules, can receive data, has independent signal generation, i.e., active RF component for transmission 
[bookmark: _Toc129553879][bookmark: _Toc129636481]Do not include a target on maximum power consumption in the description for device categorization based on transmission/reception characteristic. 
If Proposal 9 were to be agreed, there is no need to confirm the working assumption on categorization based on energy storage capacity given in Section 4.2.  
5	RAN design targets
One of the objectives in the SID is to formulate a set of RAN design targets for the Ambient IoT use cases. 
	· Formulate a set of RAN design targets based on the identified deployment scenarios and their characteristics for the relevant use cases, at least including
· Power consumption
· Complexity
· Coverage
· Data rate
· Positioning accuracy




In this section, we present our views on the different RAN design targets. 
5.1	Coverage 
In Tables 4 to 7, we summarize the results of our link budget analyses for Device A, Device B, and Device C. For Device B, we consider cases with and without reflection amplifier. The assumptions used to generate the results are provided in Appendix B.
[bookmark: _Ref129621183]Table 4: Achievable coverage for Device A for different frequencies and path-loss models.
	Frequency
	Free space
		3GPP InF-DH-NLOS [3]

	
	Harvester sensitivity 
	Emitter-Tag distance1 
	Tag-Reader distance 
	Harvester sensitivity 
	Emitter-Tag distance1 
	Tag-Reader distance 

	0.7 GHz
	-20 dBm
	5 m
	55 m
	-20 dBm
	3 m
	43 m

	0.7 GHz
	-30 dBm
	15 m
	20 m
	-30 dBm
	10 m
	13 m

	2.6 GHz
	-20 dBm
	3 m
	73 m
	-20 dBm
	2 m
	54 m

	2.6 GHz
	-30 dBm
	7 m
	32 m
	-30 dBm
	5 m
	22 m

	Note 1: This is the maximum emitter to tag distance, i.e., beyond this distance the received power is lower than the harvester sensitivity (activation threshold), which is insufficient to activate the tag. 



Table 5: Achievable coverage for Device B (without reflection amplifier) for different frequencies and path-loss models
	Frequency
	Free space
	3GPP InF-DH-NLOS [3]

	
	Emitter-Tag distance 
	Tag-Reader distance 
	Emitter-Tag distance 
	Tag-Reader distance 

	0.7 GHz
	5 m 
	55 m
	5 m
	26 m

	0.7 GHz
	10 m
	27 m
	10 m 
	13 m

	2.6 GHz
	5 m
	44 m
	5 m 
	22 m

	2.6 GHz
	10 m 
	22 m
	10 m
	11 m



[bookmark: _Ref129621409]Table 6: Achievable coverage for Device B (with reflection amplifier) for different frequencies and path-loss models
	[bookmark: _Hlk129338754]Frequency
	Free space
	3GPP InF-DH-NLOS [3]

	
	Emitter-Tag distance 
	Tag-Reader distance 
	Emitter-Tag distance 
	Tag-Reader distance 

	0.7 GHz
	10 m
	275 m
	10 m
	107 m

	0.7 GHz
	20 m
	135 m
	20 m
	54 m

	2.6 GHz
	10 m
	220 m
	10 m
	88 m

	2.6 GHz
	20 m 
	110 m
	20 m
	44 m



[bookmark: _Ref129621200]Table 7: Achievable coverage for Device C for different frequencies and path-loss models
	Frequency
	Free space
	3GPP InF-DH-NLOS [3]

	
	DL distance (Rx sens = -45 dBm)1
	DL distance (RX sens = -92 dBm)
	UL distance (Tx power = 0 dBm)
	UL distance (Tx power = -15 dBm)
	DL distance (Rx sens = -45 dBm)1
	DL distance (Rx sens = -92 dBm)
	UL distance (Tx power = 0 dBm)
	UL distance (Tx power = -15 dBm)

	0.7 GHz
	88 m
	18.7 km
	848 m
	152 m
	51 m
	4.3 km
	360 m
	87 m

	2.6 GHz
	43 m
	 9.38 km
	668 m
	117 m
	27 m
	 2.28 km
	289 m
	68 m

	Note 1: Rx sensitivity of -45 dBm corresponds to that of an ultra-lower power receiver. 



[bookmark: _Toc129553870][bookmark: _Toc129636464]For Device A and Device B, the emitter-to-tag distance limits the overall achievable coverage. 
[bookmark: _Toc129636465]For Device A and Device B, the larger the emitter-to-tag distance, the smaller the tag-to-reader distance. 
[bookmark: _Toc129636466]The link budget results indicate that Devices A and B (unlike Device C) may not be suitable for connectivity topology 1 (i.e., BS <-> Ambient IoT device). 
[bookmark: _Toc129553871][bookmark: _Toc129636482]Discuss how to formulate coverage targets for Device A, Device B, and Device C. 
[bookmark: _Toc129636483]For Device A and Device B, further discuss what emitter-to-tag distance that should be assumed for determining the tag-to-reader distance.
5.2	Device power consumption
The output of the energy harvester (described in Section 2.1) and the energy storage capability (described in Section 2.2) would implicitly put constraints on the energy consumption at the device. These capabilities would also impact the radio protocol design for Ambient IoT. Additional constraints, in terms of energy or power consumption, might not be necessary. Furthermore, the energy consumption would depend on a variety of factors, including the peak transmit power, data rate, coverage target, duty cycling, and so on, and therefore, needs further study in the WGs. Also, note that Ambient IoT devices would rely on a duty-cycled operation, and therefore, power consumption might not be a reliable design target.
[bookmark: _Toc129553872][bookmark: _Toc129636467]Additional RAN design target for device power/energy consumption might not be needed if energy storage capabilities and the range of energy harvester output power levels are included in the device categorization framework.  
5.3	Device cost/complexity
According to the SID, the complexity of the Ambient IoT device shall be orders of magnitude lower than NB-IoT and eMTC. Within the Ambient IoT device category, large differentiation in applicable use cases and cost/complexity are needed for passive and active devices to minimize market fragmentation.  On the other hand, the complexity need not be as low as that of RFID as it may be challenging to deploy such devices in existing 3GPP deployments. Also, it is unclear what is the market potential of RFID-like passive tags in a 3GPP system rather than in a non-3GPP system.
Based on these considerations, we think that there can be different levels of cost/complexity targets for Device A/B and Device C.
[bookmark: _Toc129553880][bookmark: _Toc129636484]The device complexity targets for Device A, Device B, and Device C are:
· [bookmark: _Toc129553881][bookmark: _Toc129636485]Device C: the complexity shall be substantially lower than NB-IoT.
· [bookmark: _Toc129553882][bookmark: _Toc129636486]Device A and Device B: the complexity shall be substantially lower than Device C.
5.4	Data rate
There can be different levels of PHY peak data rate targets for Device A/B and Device C, as in the proposal below.
[bookmark: _Toc129553883][bookmark: _Toc129636487]The PHY peak data rate targets for Device A, Device B, and Device C are:
· [bookmark: _Toc129553884][bookmark: _Toc129636488]Device A and Device B: up to 1 kbps
· [bookmark: _Toc129553885][bookmark: _Toc129636489]Device C: up to 10 kbps
As a comparison, the PHY peak data rate for Cat-NB1 is ~250 kbps in DL and UL.  The achievable data rate considering protocol/ARQ limitations for Cat-NB1 is about 25 kbps in DL and 60 kbps in UL. 
5.5	Other targets (connection density, positioning accuracy, latency)
According to the SID, the connection and/or device density for Ambient IoT can be orders of magnitude higher than existing 3GPP IoT technologies. The connection density for NB-IoT, which meets the 5G requirement on connections, is 1,000,000 devices/km2, or alternatively, 1 device/m2. Even higher connection densities can be expected for use cases envisioned for Ambient IoT. Ideally, Ambient IoT should meet the 6G requirement on connection density to make it a future-proof IoT solution. However, it is not clear to us what would be that requirement. Nevertheless, Ambient IoT devices should support spectrally efficient transmissions to meet the high connection density requirements.
Evaluation results for IMT-2020 mMTC connection density for NB-IoT and eMTC can be found in TR 38.910 V17.0.0 [5] clause 7.1.2. There, in most of the evaluated cases, NB-IoT fulfils the connection density requirement using a bandwidth of just 180 kHz, although in some cases a larger bandwidth is needed. However, the traffic model assumptions were different then compared to the Ambient IoT use cases we are currently studying, so a direct comparison is not entirely straightforward.
Positioning accuracy and latency would depend on the use cases, and therefore, those targets could be discussed further after representative use cases have been finalized.
[bookmark: _Toc129636490]The connection density for Ambient IoT can be substantially higher than 1 device/m2.
[bookmark: _Toc129636468]Targets for position accuracy and latency can be discussed further after representative use cases have been finalized. 
5.6	Coexistence with existing network infrastructure
The SID has identified coexistence with network infrastructure as one of the aspects to consider for Ambient IoT.
	· Identify the suitable deployment scenarios and their characteristics, at least for the use cases/services agreed in SA1’s “Study on Ambient power-enabled internet of Things”, comprising among at least the following aspects
· […]
· Coexistence with UEs and infrastructure in frequency bands for existing 3GPP technologies




Device A and Device B which rely on backscattering transmission poses significantly more challenges to the existing infrastructure from coexistence perspective. Dedicated RF power transfer, e.g., using a high-power continuous wave, or multiplexing of data and power transfer could cause severe inter-band/cell interference. If power boosting would be needed to boost the signal to an Ambient IoT device, it could lead to out-of-band emissions that may be difficult to mitigate. This is especially problematic if boosting is done near the band edge. Consequently, it might not be possible to deploy Ambient IoT with existing BS hardware, for e.g., new filters may be needed in the BS. That is, it might not be possible to deploy Ambient IoT with software upgrade of existing sites, hindering the ease of network roll-out for Ambient IoT. 
Another aspect that might impact whether backscattering devices can be deployed in existing infrastructure is their capability. For example, depending on whether the device has frequency shifting capability or not (and to what extend), the BS (reader) may have to deal with different levels of interference from the carrier wave emitter. 
The above aspects are difficult to study in detail in a RAN-level SI. The coexistence aspects are also being considered under network deployment characteristic part of the study. Nonetheless, network deployment characteristic should be complemented with a RAN design target on coexistence with existing network infrastructure.  
[bookmark: _Toc129553886][bookmark: _Toc129636491]Include coexistence with existing network infrastructure as a RAN design target. 

6	Conclusions
In the previous sections we made the following observations: 

Observation 1	‘Inventory’ always implies position information, even if on cell level or ‘within carrier wave coverage’ and can therefore be merged with ‘Positioning’.
Observation 2	‘Inventory’ refers to device identification, which is a pre-requisite of any service, i.e., sensor data, positioning info, or a command is useless without associated device identification.
Observation 3	For feasibility of technical solutions, it is useful to differentiate if indoor deployment is required to provide indoor coverage or if outdoor-to-indoor is possible.
Observation 4	It would be premature to conclude on specific values of E1 and E2 already during the RAN SI. In TR 38.848, it would enough to capture that E2 is expected to be several orders of magnitude lower than what an NB-IoT device would typically support (e.g., 2AA batteries) and E1 is expected to be at least an order of magnitude lower than E2.
Observation 5	For Device A and Device B, the emitter-to-tag distance limits the overall achievable coverage.
Observation 6	For Device A and Device B, the larger the emitter-to-tag distance, the smaller the tag-to-reader distance.
Observation 7	The link budget results indicate that Devices A and B (unlike Device C) may not be suitable for connectivity topology 1 (i.e., BS <-> Ambient IoT device).
Observation 8	Additional RAN design target for device power/energy consumption might not be needed if energy storage capabilities and the range of energy harvester output power levels are included in the device categorization framework.
Observation 9	Targets for position accuracy and latency can be discussed further after representative use cases have been finalized.

Based on the discussion in the previous sections we propose the following:

Proposal 1	Technical solutions should be able to provide both indoor and outdoor coverage.
Proposal 2	DL data, such as device configuration, is included in the ‘Command’ use case group, i.e., ‘Command/DL data’.
Proposal 3	For Grouping B, consider groups ‘Sensor’, ‘Positioning’ (or ‘Inventory/Positioning’), and ‘Command/DL data’.
Proposal 4	Grouping B groups ‘Sensor’, ‘Positioning’ (or ‘Inventory/Positioning’) and ‘Command/DL data’ are used as representative use cases.
Proposal 5	Device characteristic is added to the deployment scenarios table.
Proposal 6	Add a characteristic on service assurance and if the deployment is fixed (e.g., network deployment) or dynamic (e.g., smartphone as reader).
Proposal 7	Consider sending an LS to SA to request input on the feasibility of solutions “with or without CN connection”.
Proposal 8	Capture the expected range of the harvested power to be able to determine which traffic models and use cases are feasible to support.
Proposal 9	Update the description of Device A, Device B, and Device C as follows:
	Device A: No energy storage, no data reception capability, no independent signal generation, i.e., backscattering transmission
	Device B: Has energy storage of at least E1 joules, can receive data, no independent signal generation, i.e., backscattering transmission. Use of stored energy can include amplification for reflected signals
	Device C: Has energy storage of at least E2 joules, can receive data, has independent signal generation, i.e., active RF component for transmission
Proposal 10	Do not include a target on maximum power consumption in the description for device categorization based on transmission/reception characteristic.
Proposal 11	Discuss how to formulate coverage targets for Device A, Device B, and Device C.
Proposal 12	For Device A and Device B, further discuss what emitter-to-tag distance that should be assumed for determining the tag-to-reader distance.
Proposal 13	The device complexity targets for Device A, Device B, and Device C are:
	Device C: the complexity shall be substantially lower than NB-IoT.
	Device A and Device B: the complexity shall be substantially lower than Device C.
Proposal 14	The PHY peak data rate targets for Device A, Device B, and Device C are:
	Device A and Device B: up to 1 kbps
	Device C: up to 10 kbps
Proposal 15	The connection density for Ambient IoT can be substantially higher than 1 device/m2.
Proposal 16	Include coexistence with existing network infrastructure as a RAN design target.
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Appendices
Appendix A: Use cases in TR 22.840 V1.0.0
	Use Case Name:
	Nr:
	Inventory
	Sensors
	Positioning
	Command
	DO event
	DO periodic
	DT UL report
	DT command/DL data

	Automated warehousing
	5.1
	x
	 
	(x)
	 
	 
	 
	x
	(x)

	Medical instruments inventory management and positioning
	5.2
	x
	 
	(x)
	 
	 
	 
	x
	(x)

	Substations in smart grids
	5.3
	(x)
	x
	x
	x
	x
	x
	x
	x

	Non-Public Network for logistics
	5.4
	x
	 
	(x)
	 
	 
	 
	x
	(x)

	Intralogistics in automobile manufacturing
	5.5
	x
	 
	x
	x
	 
	 
	x
	x

	Sensors in smart homes
	5.6
	 
	x
	 
	 
	x
	(x)
	x
	 

	Airport terminal / shipping port
	5.7
	x
	 
	x
	 
	 
	 
	x
	 

	Finding Remote Lost Item
	5.8
	 
	 
	x
	 
	 
	 
	x
	 

	LCS (Location services)
	5.9
	 
	 
	x
	x
	 
	 
	x
	x

	Ranging (PC5 distance determination -ruled out?)
	5.10
	(x)
	 
	x
	 
	 
	 
	x
	 

	Online modification of medical instruments status 
	5.11
	 
	 
	 
	x
	 
	 
	 
	x

	Personal belongings finding
	5.12
	x
	 
	x
	 
	 
	 
	x
	 

	Base Station Machine Room Environmental Supervision
	5.13
	 
	x
	 
	 
	x
	x
	 
	(x)

	Indoor positioning in shopping centre 
	5.14
	 
	 
	x
	 
	 
	 
	x
	(x)

	Smart laundry
	5.15
	x
	(x)
	 
	 
	 
	(x)
	x
	 

	Automated supply distribution
	5.16
	x
	 
	x
	 
	 
	(x)
	x
	(x)

	Device Activation and Deactivation
	5.17
	 
	 
	 
	x
	 
	 
	 
	x

	Fresh Food Supply Chain
	5.18
	x
	x
	 
	 
	 
	 
	x
	(x)

	Forest Fire Monitoring 
	5.19
	 
	x
	 
	 
	x
	 
	 
	 

	Smart Agriculture
	5.20
	 
	x
	 
	 
	 
	x
	x
	x

	Museum Guide
	5.21
	x
	 
	x
	 
	 
	 
	x
	 

	Smart grazing dairy farming 
	5.22
	 
	x
	 
	 
	x
	x
	x
	 

	Smart pig farm 
	5.23
	 
	x
	 
	 
	x
	x
	x
	 

	Smart manhole cover safety monitoring 
	5.24
	 
	x
	 
	 
	x
	x
	x
	 

	Smart bridge health monitoring 
	5.25
	 
	x
	 
	 
	x
	x
	x
	 

	Elderly Health Care
	5.26
	 
	 
	 
	x
	 
	 
	 
	x

	End-to-end logistics
	5.27
	x
	 
	x
	(x)
	 
	 
	x
	x

	Pressure powered switch
	5.28
	
	 x
	 
	 
	x
	 
	 
	 

	Device Permanent Deactivation
	5.29
	 
	x
	 
	x
	 
	 
	x
	x

	Controller in smart agriculture
	5.30
	 
	 
	 
	x
	 
	 
	 
	x



Appendix B: Assumptions used for coverage analysis
Assumptions used for generating results in Table 4 to Table 6 is shown in the table below. The methodology used for link budget analysis is based on [4].
	Parameters
	For 0.7 GHz band
	For 2.6 GHz band

	Transmit power from the emitter
	30 dBm
	26 dBm

	Antenna gains at the emitter, tag, and reader
	13, -3, 13 dBi
	22, -3, 22 dBi

	Total loss (feeder loss, cable loss, body loss, circuit loss, etc.) at the emitter, tag and reader
	3, 0, 3 dB
	3, 0, 3 dB

	Fade margin for the forward (DL) and the backscattering (UL) links
	10, 5 (bistatic) 
 for k=3 dB
	10, 8 (bistatic) for k = 3 dB

	Polarization mismatch for the forward (DL) and the backscattering (UL) links
	-3, -3 dB
	-3, -3 dB

	On object penalty, power transmission coefficient, modulation factor
	0.8, 0, -6 dB for cardboard
	0.8, 0, -6 dB for carboard

	Interference from emitter to reader
	0
	0

	Rx sensitivity at the read
	-92 dBm
	-92 dBm

	Reflection amplifier gain
	20 dB
	20 dB



Additionally, for Device B, we assume that the energy storage will help with the reception and for operating the reflection amplifier, and therefore, the harvester sensitivity has not been considered. 
Assumptions used for generating results in Table 7 is shown below.
	Parameters 
	For 0.7 GHz band
	For 2.6 GHz band 

	Transmit power from the base station (DL)
	30 dBm 
	26 dBm 

	Antenna gains at the base station and the device
	13, -3 dBi 
	22, -3 dBi 

	Total loss (feeder loss, cable loss, body loss, circuit loss, etc.) at the base station and the device 
	3, 0 dB  
	3, 0 dB 

	Fade margin for both DL and UL 
	10 for k = 3 dB  
	10 for k = 3 dB 

	Polarization mismatch for both DL and UL
	-3 dB 
	-3 dB 

	On object penalty
	0.8 for cardboard 
	0.8 for carboard 

	Rx sensitivity at the base station 
	-92 dBm 
	-92 dBm 

	Transmit power from the device (UL)
	0, -15 dBm 
	0, -15 dBm

	Rx sensitivity at the device 
	-45 dBm, -92 dBm
	-45 dBm, -92 dBm



It is assumed that the energy available at the device is greater than the energy consumed during UL transmission, and thus, DL and UL coverage calculations are decoupled. It is also assumed that the available energy at the device is sufficient to enable the DL receiver. 
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