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Abstract
At GERAN #55 in August GERAN agreed a WID in GP 12-1141 for the MS Conformance Test Aspects of Network Improvements for Machine-Type Communications.
In order to assist GERAN 3 in gaining an understanding of the overall functionality that was added in Release 10, this document attaches extracts of the stage 2 specifications.

In addition, this document discusses how to handle test cases that could be developed either by RAN 5 or GERAN 3.
Further, this document identifies test cases that might need to be added to the work plan submitted by the rapporteur (Ericsson) in GP-12xxxx.
1
Summary of Release 10 MTC functionality

The bulk of Rel 10 MTC functionality focuses on “overload control”, with a particular emphasis on the potential impacts of MTC devices that have non-local SIM cards (e.g. devices that are ’permanently roaming’) when their “parent VPLMN” fails and the device moves to a local competitor’s network.

Extracts from 23.060; 22.011 and 23.012 are attached.

Note that these features are applicable to both CS and PS domains, i.e. there was no assumption that MTC devices are “PS only” devices.

2
RAN 5 or GERAN 3 for NAS test cases?
As can be observed from the work in TSG RAN on “low cost LTE for MTC” (rapporteur: Vodafone), cost is a key consideration for MTC devices. As a result, many MTC devices are 2G only and do not support UMTS (nor LTE). Conversely, the vast majority of UMTS devices that are used in MTC applications also support 2G.

Hence, for NAS MTC functionality that is worth testing, it is necessary that the NAS tests are drafted for GERAN and not (only) for UTRAN.

3
Test areas omitted from work plan submitted by the rapporteur (Ericsson) in GP-12xxxx.
Note: many thanks to Ericsson for providing the initial work plan (
a) Check that the Low Access Priority indicator is set in the first L3 CS domain messages sent to the BSC (CM Service Request, LU Request, Paging Response)
b) when Extended Access Barring is being broadcast, check that the device can (i) respond to paging and (ii), if voice-capable, initiate an emergency call.

c) check that LAP is handled correctly in the PS domain RACH message
d) check that LAP is indicated correctly in NAS signalling (both GMM and SM) sent to the SGSN
e) check that the mobile handles backoff timers sent in MM (by MSC), GMM (by SGSN) and SM (by SGSN) correctly.

f) check that the MS (when configured to do so) remembers the “invalid USIM state” despite being power cycled.
4
Proposals:
It is proposed that:

a) GERAN provide NAS signalling tests for the MTC functionality;

b) the Work Plan is updated to treat the cases described in section 3, above.

************************************************
Extract from TS 23.060 v10.9.0
5.3.13
Machine Type Communication (MTC)

5.3.13.1
General

This clause provides an overview about functionality for Machine Type Communications according to service requirements described in TS 22.368 [110]. The specific functionality is described in the affected procedures and features of this and other specifications. For discrepancies between this overview clause and the detailed procedure and function descriptions, the latter take precedence.

MTC functionality is provided by the visited and home networks when the networks are configured to support machine type communication. It applies to both the non-roaming case and the roaming case and some functionality may be dependent upon the existence of appropriate roaming agreements between the operators.

Some of the MTC functions are controlled by subscriber data. Other MTC functions are based on indicators sent by the UE to the network. MTC functionality is performed by UEs that are configured to support different options as described in clause 5.3.13.3.

Though motivated by scenarios and use cases defined in TS 22.368 [110], the functions added to support MTC have general applicability and are in no way constrained to any specific scenario or use case except where explicitly stated.

5.3.13.2
Overview of Protection from Potential MTC Related Overload

The number of Machine Type Communication devices may be several orders of magnitude greater than "traditional" devices. Many (but not all) MTC devices will be relatively stationary and/or generate low volumes of traffic. However, these MTC devices have the capability to generate normal quantities of signalling. As normal signalling from large numbers of MSs may cause overload independently whether the MS is used for MTC or not, generic functionality for overload and congestion control is required.

The total signalling from large numbers of MSs is a concern in at least two situations:

-
when an application (running in many MSs) requests many MSs to do "something" at the same time; and/or

-
when many MSs are roamers and their serving network fails, then they can all move onto the local competing networks, and potentially overload the not (yet) failed network(s).

To counter these potential problems, the following standardised indications and mechanisms are provided in a generic manner. These permit node specific features to be developed to protect the networks.

a)
Where applicable, MSs can be configured for enhancements as described in subsequent bullets. Post-manufacturing configuration can be performed remotely as described in clause 5.3.13.3.

b)
For mobile originated services, MSs configured for low access priority provide:

-
the UTRAN with information indicating that the RRC connection establishment is from an MS configured for low access priority (see clause 5.3.13.3); and

-
the GERAN with information indicating that the RR connection establishment is from an MS configured for low access priority (see clause 5.3.13.3), when accessing the network for the purpose of PS domain signalling.


In GERAN, "Implicit Reject" functionality permits the BSS to inhibit Random Access Channel signalling (see TS 44.018 [85]).

c)
RR and RRC signalling has the capability of providing 'extended wait timers' when rejecting messages.

d)
SGSN can initiate rejection of RR(C) connection establishment in the GERAN/UTRAN for certain subcategories of MSs. In addition, SGSN signalling or GERAN O&M can trigger GERAN to initiate Extended Access Barring in the GERAN for certain subcategories of MSs. These mechanisms are further described in clause 5.3.6.4.

NOTE 1:
For this Release of the specification Extended Access Barring is only supported for GERAN.

e)
Overload messages from the SGSN to RNS/BSS are extended to aid the RAN in performing the functionality in bullets b, c and d above.

f)
MSs configured with a long minimum periodic PLMN search time limit (see TS 24.368 [111]) have an increased minimum time inbetween their searches for more preferred PLMNs.

NOTE 2:
Following the failure of a more preferred PLMN, MSs configured as above might change to other local competing networks. Expiry of this search timer will lead to the MS re-attempting to access the failed network, and then, if that network has not yet recovered, reaccessing one of the local competing networks. Use of a too short timer for the more preferred PLMN search can both prevent the failed network from recovering, and, impose more load on the local competing networks.

g)
At PLMN change, MSs configured to perform Attach with IMSI at PLMN change (see TS 24.368 [111]) do this rather than an RA update with P-TMSI (thus avoiding the need to reject the RA update, and to request the IMSI following the subsequent Attach with P-TMSI).

NOTE 3:
In the case of a network failure, this reduces the message processing load on a local competing network and hence makes that network more likely to survive the failure of the other network.

h)
For mobile originated services, MSs configured for low access priority (see TS 24.368 [111]) provide a low access priority indication to the SGSN in NAS signalling that permits the SGSN to undertake protective measures (e.g. to permit the SGSN to immediately command the MS to move to a state where it does not need to generate further signalling messages and/or does not reselect PLMNs), as described in clause 5.3.6.4.

i)
Using periodic RAU timer information sent by the HSS and/or MS provided indication (bullet h above), the SGSN can allocate a long periodic RAU timer to the MS. A long periodic RAU timer is likely to slow down the rate at which an MS detects a network failure and thus it slows down the rate of movement of MSs from a failed network to other local competing networks (see clause 5.3.13.5).

j)
Mechanisms for the SGSN and GGSN/P-GW to detect congestion associated with a particular APN (see clauses 5.3.6.2 and 5.3.6.3 and TS 23.401 [89]).

k)
The addition of 'back off timers' to GMM and SM signalling messages (e.g. to rejection messages). These include some time randomisation to guard against a repeat of a load peak. The SGSN should be able to apply this behaviour on a per-APN basis as described in clause 5.3.6.2.

l)
Mechanisms that permit the GGSN/P-GW to handle per-APN congestion (see clause 5.3.6.3 and TS 23.401 [89]).

m)
When using the S4 architecture, an SGSN overload control mechanism to selectively limit the number of Downlink Data Notification requests the S‑GW sends to the SGSN for downlink low priority traffic received for MSs in idle mode (see clause 5.3.6.5).

n)
The BSS and RNS are provided with indications from the MS that permit them to steer "new MTC entrants into a pool area" to specific SGSNs (e.g. to an SGSN optimised for MTC devices by having a larger subscriber data base, see TS 23.236 [73]).

o)
GERAN and/or UTRAN broadcast signalling can be used to command MSs configured to use the extended NMO I system information (see TS 24.368 [111]) to operate in Network Mode of Operation I while leaving other MSs operating in NMO II or III. This reduces the amount of signalling from MSs configured as above and may be particularly useful at times of the failure of another PLMN. Maintaining NMO II/III for existing MSs avoids changes to their existing service levels (see clause 6.3.3.1).

NOTE 4:
It is assumed that the mechanisms described in this entire clause are designed by stage-3 in a manner that allows extensibility and forward compatibility.

p)
MS configured for specific handling of the invalid USIM state, the "forbidden PLMN list" and the "forbidden PLMNs for GPRS service list" remembers that the (U)SIM is invalid and keeps the PLMN forbidden lists even if the MS is switched off and then switched on.

5.3.13.3
MS configuration and usage of indicators

A subscriber can by agreement with its operator be required to use MSs that are configured (see TS 24.368 [111]) to support one or more of the following options:

-
MS configured for low access priority; and/or

-
MS configured to use the extended NMO I system information; and/or

-
MS configured to perform Attach with IMSI at PLMN change; and/or

-
MS configured with a long minimum periodic PLMN search time limit; and/or

-
MS configured for Extended Access Barring; and/or

-
MS configured for specific handling of the invalid (U)SIM state, the "forbidden PLMN list" and the "forbidden PLMNs for GPRS service list".

NOTE 1:
When an MS is configured for low access priority, the MS may be subject for longer backoff timers at overload and consequently need to be designed to be tolerant to delays when accessing the network.

MSs can be configured for one or more of the above options with the following restrictions:

-
in this Release of the specification, an MS that is configured for low access priority shall also be configured for Extended Access Barring; and

-
in this Release of the specification, an MS that is configured for Extended Access Barring shall be configured for low access priority.

Post-manufacturing configuration of these options in the MS can be performed only by OMA DM or (U)SIM OTA procedures. MSs capable of the above options should support configuration of these options by both OMA DM and (U)SIM OTA procedures.

An MS configured for low access priority shall transmit the low access priority indicator to the SGSN during the appropriate NAS signalling procedures and transmit the corresponding low access priority to the UTRAN/GERAN during RR(C) connection establishment procedures.

NOTE 2:
The low access priority indicator in NAS signalling and the corresponding low access priority for RR(C) connection establishment are only used by the network to decide whether to accept the NAS request or the setup of the RR(C) connection, respectively.

Low access priority shall not be applicable in the following situations:

-
for all procedures related to an emergency PDN connection; used for IMS Emergency sessions that are to be prioritized as per the requirements for IMS Emergency session procedures (see clause 5.10). When an emergency PDN connection gets established, the SGSN may, based on SGSN configuration, initiate the deactivation of any non-emergency PDN connection using the SGSN-initiated PDP Context Deactivation Procedure described in clause 9.2.4.2 and, in S4 mode, the SGSN Initiated PDN connection Deactivation Procedure described in clause 9.2.4.1A.1;

-
for all procedures when preferential access to the network is provided to the MS by the Access Class 11-15 mechanism according to TS 48.018 [78], TS 25.331 [52] and TS 22.011 [112];

NOTE 3:
The configuration of an MS for low access priority and Access Class 11-15 is configured independently of each other. However, the home operator can take care to prevent a subscription for Access Class 11-15 from being used in an MS configured for low access priority.

-
for RRC connection establishment procedures when responding to paging; or

-
other specific situations described in TS 24.008 [13].

If the NAS session management request message used to establish a new PDN connection contains a low access priority indication, the SGSN shall forward the low access priority indication in the Create PDP Context Request message to the GGSN and, in S4 mode, in the Create Session Request message to the S-GW/P‑GW. The low priority indication gets associated with a PDN connection when it is established and it shall not change until the PDN connection is deactivated.

The low access priority indication may be included in charging records by the visited and home networks. In order to permit the S-GW and/or Gn/Gp SGSN to include the low access priority indicator in the charging records, the low access priority indicator should be stored in the SGSN EPS/PDP Bearer contexts and should be passed as part of these contexts to other SGSN/MME or S-GW nodes in mobility management procedures.

NOTE 4:
In this release there is no other usage of storing the low access priority indicator in EPS/PDP Bearer contexts other than for the purpose to include it in charging records. Particularly, the low access priority indicator in EPS/PDP Bearer contexts is not used by the network to make overload control decisions.

A network node may invoke one or more of the following mechanisms based on the indicators received in signalling from MSs or forwarded by other network nodes:

-
based on the low access priority indicator in NAS request messages, bullets e, h, i, k and l as defined in clause 5.3.13.2; and/or

-
based on the low access priority for RR(C) connection establishment, bullets b and c as defined in clause 5.3.13.2.

An MS shall invoke one or more of the following mechanisms based on the configuration and capabilities of the MS:

-
when MS is configured with a long minimum periodic PLMN search time limit, MS invokes actions as described in bullet f in clause 5.3.13.2; and/or

-
when MS is configured to perform Attach with IMSI at PLMN change, MS invokes actions as described in bullet g in clause 5.3.13.2; and/or

-
when MS is configured to use the extended NMO I system information, MS invokes actions as described in bullet o in clause 5.3.13.2; and/or

-
when MS is configured for low access priority, MS invokes actions as described in bullets b and h in clause 5.3.13.2; and/or

-
when MS is configured for Extended Access Barring, MS invokes actions as defined in bullet d in clause 5.3.13.2; and/or

-
when MS is configured for specific handling of the invalid (U)SIM state, the "forbidden PLMN list" and the "forbidden PLMNs for GPRS service list", MS invokes actions as defined in bullet p) in clause 5.3.13.2.

5.3.13.4
Void

5.3.13.5
Optimizing periodic RAU Signalling

To reduce network load from periodic RAU signalling and to increase the time until the MS detects a potential need for changing the RAT or PLMN (e.g. due to network problems) the longer values of the periodic RAU timer and Mobile Reachable timer shall be supported.

A long periodic RAU/TAU timer value may be locally configured at SGSN or may be stored as part of the subscription data in HSS. During Attach and RAU procedures the SGSN allocates the periodic RAU timer value as periodic RAU timer to the UE based on VPLMN operator policy, low access priority indication from the MS, and subscription information received from the HSS.

If SGSN receives a subscribed periodic RAU/TAU timer value from the HSS it allocates the subscribed value to the MS as periodic RAU timer. A visited PLMN SGSN may use subscribed periodic RAU/TAU timer value, if available, as an indication to decide for allocating a locally configured periodic RAU/TAU timer value to the MS.

************************************************

Another extract from TS 23.060 v10.9.0
5.3.6
Network Management Functions

5.3.6.1
General

Network management functions provide mechanisms to support O&M functions related to GPRS.

5.3.6.2
NAS level congestion control

5.3.6.2.1
General

NAS level congestion control contains the functions: "APN based congestion control" and "General NAS level Mobility Management congestion control".

The use of the APN based MM and SM congestion control is for avoiding and handling of MM and SM signalling congestion associated with UEs with a particular APN. Both UEs and network shall support the functions to provide APN based MM and SM congestion control.

The SGSN may detect the NAS signalling congestion associated with the APN and start and stop performing the APN based congestion control based on criteria such as:

-
Maximum number of active PDP contexts per APN;

-
Maximum rate of PDP context activations per APN;

-
One or multiple PDN GWs or GGSNs of an APN are not reachable or indicated congestion to the SGSN;

-
Maximum rate of MM signalling requests associated with the devices with a particular subscribed APN; and/or

-
Setting in network management.

The SGSN should not apply NAS level congestion control for priority and emergency services.

The SGSN may also use the reject of NAS level Mobility Management signalling requests under general congestion conditions.

5.3.6.2.2
APN based Session Management congestion control

The SGSN may reject the Session Management (SM) requests from the MS (e.g. Activate PDP Context, Secondary PDP Context and Modify PDP Context Requests) with a Session Management back-off timer for congested APNs. If the MS provides no APN, then the SGSN uses the APN which is used in GGSN/PDN GW selection procedure.

The SGSN may store a Session Management back-off time per MS and APN when congestion control is active for an APN. The SGSN may immediately reject any subsequent request from the MS targeting to the APN before the stored Session Management back-off time is expired. If the SGSN stores the Session Management back-off time per MS and APN and the SGSN decides to send a Session Management Request message to a MS connected to the congested APN (e.g. due to decreased congestion situation), the SGSN shall clear the Session Management back-off time prior to sending any Session Management Request message to the MS.

NOTE 1:
The above functionality is to diminish the performance advantage for MSs that do not support the NAS level back-off timer (e.g. pre-Rel‑10 MSs) compared to MSs that do support it.

The SGSN should not apply APN based congestion control for emergency services.

Upon reception of the Session Management back-off timer in the Session Management reject message, the MS shall take the following actions until the timer expires:

-
If APN is provided in the rejected Session Management Request message, the MS shall not initiate any Session Management procedures for the congested APN. The MS may initiate Session Management procedures for other APNs.

-
If APN is not provided in the rejected Session Management Request message, the MS shall not initiate any Session Management requests without APN. The MS may initiate Session Management procedures for specific APN.

-
Cell/RA/PLMN/RAT change do not stop the Session Management back-off timer.

-
The MS is allowed to initiate the Session Management procedures for emergency services even when the Session Management back-off timer is running.

-
If the MS receives a network initiated Session Management Request message for the congested APN while the Session Management back-off timer is running, the MS shall stop the Session Management back-off timer associated with this APN and respond to the SGSN.

The MS is allowed to initiate PDN disconnection procedure (e.g. sending Deactivate PDP Context Request) when the Session Management back off timer is running.

NOTE 2:
The MS does not delete the related Session Management back-off timer when deactivating a PDP context.

The MS shall support a separate Session Management back-off timer for every APN that the MS may activate.

To avoid that large amounts of MSs initiate deferred requests (almost) simultaneously, the SGSN should select the Session Management back-off timer value so that deferred requests are not synchronized.

The APN based Session Management congestion control is applicable to the NAS SM signalling initiated from the MS in the control plane. The Session Management congestion control does not prevent the MS to send and receive data or initiate Service Request procedures for activating user plane bearers towards the APN(s) that are under SM congestion control.

5.3.6.2.3
APN based Mobility Management congestion control

The SGSN may perform APN based congestion control for MSs with a particular subscribed APN by rejecting Attach procedures with a Mobility Management back-off timer. If the subscription contains a wildcard APN, the SGSN should not reject the request.

When congestion control is active for MSs with a particular subscribed APN, a Mobility Management back-off timer may be sent by the SGSN to MS.

If SGSN maintains the MS context, the SGSN may store the back-off time per MS and reject any subsequent request from the MS before the stored back-off time is expired.

NOTE 1:
The above functionality is to diminish the performance advantage for MSs that do not support the NAS level back-off timer (e.g. pre-Rel‑10 MSs) compared to MSs that do support it.

After rejecting Attach Requests, the SGSN should keep the subscriber data for some time. This allows for the rejection of subsequent requests without HSS signalling when the congestion situation resulting from MSs with a particular subscribed APN persists. Similarly the SGSN may reject Attach Requests based on subscriber data that the SGSN may store after the Detach procedure.

While the Mobility Management back-off timer is running, the UE shall not initiate any NAS request for Mobility Management procedures. However, the UE is allowed to initiate Mobility Management procedures for priority/emergency services even when the Mobility Management back-off timer is running.

NOTE 2:
When receiving the Mobility Management back-off timer the MS behaviour is not APN specific.

To avoid that large amounts of MSs initiate deferred requests (almost) simultaneously, the SGSN should select the Mobility Management back-off timer value so that deferred requests are not synchronized.

5.3.6.2.4
General NAS level Mobility Management congestion control

Under general overload conditions the SGSN may reject Mobility Management signalling requests from MSs. When a NAS request is rejected, a Mobility Management back-off timer may be sent by the SGSN and SGSN may store the back-off time per MS if SGSN maintains the MS context. While the Mobility Management back-off timer is running, the MS shall not initiate any NAS request for Mobility Management procedures except for Detach procedure and except for priority, emergency services and mobile terminated services. While the Mobility Management back-off timer is running, the MS is allowed to perform Routing Area Update (or combined RA/LA update) if it is already in READY or PMM-CONNECTED state. After any such Detach procedure, the back-off timer continues to run. If the MS receives a paging request from the SGSN while the Mobility Management back-off timer is running, the MS shall stop the Mobility Management back-off timer and initiate the Service Request procedure.

The Mobility Management back-off timer shall not impact the UE's function to perform Cell/RAT and PLMN change. Cell/RAT and RA change do not stop the Mobility Management back-off timer. The Mobility Management back-off timer shall not be a trigger for PLMN reselection. The back-off timer is stopped as defined in TS 24.008 [13] when a new PLMN that is not an equivalent PLMN is accessed.

When the MS receives a handover command, the MS shall proceed with the handover procedure regardless of whether the Mobility Management back-off timer is running.

The SGSN should not reject Routing Area Update procedures that are performed when the MS is already in READY or PMM-CONNECTED state.

If the SGSN rejects a Routing Area Update Request or a Service Request with a Mobility Management back-off timer which is larger than the sum of the MS's periodic RA Update timer plus the implicit detach timer, the SGSN should adjust the mobile reachable timer and/or implicit detach timer such that the SGSN does not implicitly detach the MS while the Mobility Management back-off timer is running.

NOTE:
This is to minimize unneeded signalling after the Mobility Management back-off timer expires.

To avoid that large amounts of MSs initiate deferred requests (almost) simultaneously, the SGSN should select the Mobility Management back-off timer value so that deferred requests are not synchronized.

5.3.6.3
GGSN control of overload

The GGSN may provide mechanisms for avoiding and handling overload situations. These include the rejection of PDP context requests from UEs.

The GGSN may detect congestion per APN and start and stop performing overload control based on criteria such as:

-
Maximum number of active PDP contexts per APN and/or

-
Maximum rate of PDP context activations per APN.

When performing overload control the GGSN rejects PDP context requests. When receiving the rejection from the GGSN, the SGSN rejects the UE's PDP context request as specified in clause 5.3.6.2. In addition the GGSN may indicate a "GGSN back-off time" for a specific APN to the SGSN. The SGSN should reject PDP context requests from UEs for the specific APN related to that GGSN during the "GGSN back-off time", by the means specified in clause 5.3.6.2. If a GGSN indicates APN congestion by the "GGSN back-off time" the SGSN may select another GGSN of that APN instead of rejecting PDP context requests. unless there is already an existing PDP context to the same APN for the MS, in which case, the SGSN shall reject PDP context request

5.3.6.4
SGSN control of overload

The SGSN contains mechanisms for avoiding and handling overload situations. In an overload situation the SGSN can request the RNC to reduce any kind of signalling traffic as specified in TS 25.413 [56b].

In addition, the SGSN can request the BSC/RNC to restrict the load from subcategories of MSs that its connected BSCs/RNCs are generating on it. These subcategories include MSs that reselect from other PLMNs (PLMN type) and all MSs using low access priority for the radio access. PLMN type Extended Access Barring can for example be used to protect a VPLMN from an overload caused by the failure of one (or more) other networks in that country and accesses made from roaming subscribers.

A BSC/RNC supports rejecting of RR(C) connection establishments for certain subcategories of MSs. When rejecting an RR(C) connection request for overload reasons the BSC/RNC indicates to the MSs an appropriate timer value that limits further RR(C) connection requests.

If the network is operating in Network Mode of Operation II, then (because at a common LA/RA boundary Location Area Updates are initiated before Routeing Area updates) MSs will often initiate signalling connections towards the SGSN while in RRC connected state. If the SGSN has indicated an overload situation to the RNC, then the RNC can use the Signalling Connection Release message to avoid establishing the signalling connection with the SGSN.

Additionally, a BSC provides support for the barring of subcategories of MSs configured for Extended Access Barring, as described in TS 22.011 [112]. These mechanisms are further specified in TS 48.016 [20] and TS 25.413 [56b].

NOTE:
For this release of the specification, Extended Access Barring is only supported for GERAN.

A BSC should bar a particular subcategory of MSs via Extended Access Barring when:

-
all the SGSNs (and all the MSCs) connected to a BSC request to restrict the load for a particular subcategory; or

-
initiated by O&M.

If a SGSN requests a BSC to restrict the load for a subcategory of MSs, the SGSN should select all the BSCs with which the SGSN has Gb interface connections (so that Extended Access Barring can be triggered if all SGSNs within a pool area are experiencing the same overload situation). Alternatively, the selected BSCs may be limited to a subset of the BSCs with which the SGSN has Gb interface connections (e.g. particular location area or where MSs of the targeted type are registered).

Subsequent initial access attempts by a previously barred MS through Extended Access Barring shall be randomized.

In addition, to protect the network from overload the SGSN has the option of rejecting NAS request messages which include the low access priority indicator before rejecting NAS request messages without the low access priority indicator (see clause 5.3.6.2 for more information).

5.3.6.5
S4-SGSN control of overload

Under unusual circumstances (e.g. when the S4-SGSN load exceeds an operator configured threshold), the S4-SGSN may restrict the signalling load that its SGWs are generating on it, if configured to do so.

The S4-SGSN can reject Downlink Data Notification requests for low priority traffic for UEs in idle mode or to further offload the S4-SGSN, the S4-SGSN can request the SGWs to selectively reduce the number of Downlink Data Notification requests it sends for downlink low priority traffic received for UEs in idle mode according to a throttling factor and for a throttling delay specified in the Downlink Data Notification Ack message.

SGW and S4-SGSN determine whether a bearer is for low priority traffic or not on the basis of the bearer's ARP priority level and operator policy (i.e. operator's configuration in the SGW and S4-SGSN of the ARP priority levels to be considered as priority or non- priority traffic). The S4-SGSN determines whether a Downlink Data Notification request is for low priority traffic or not on the basis of the ARP priority level that was received from the SGW and operator policy.

If ISR is not active for the UE, during the throttling delay, the SGW drops downlink packets received on all its low priority bearers for UEs known as not user plane connected (i.e. the SGW context data indicates no downlink user plane TEID) served by that S4-SGSN in proportion to the throttling factor, and sends a Downlink Data Notification message to the S4-SGSN only for the non throttled bearers.

If ISR is active for the UE, during the throttling delay, the SGW does not send DDN to the S4-SGSN and only sends the DDN to the MME. If both MME and SGSN are requesting load reduction, the SGW drops downlink packets received on all its low priority bearers for UEs known as not user plane connected (i.e. the SGW context data indicates no downlink user plane TEID) in proportion to the throttling factors.

The SGW resumes normal operations at the expiry of the throttling delay. The last received value of the throttling factor and throttling delay supersedes any previous values received from that S4-SGSN. The reception of a throttling delay restarts the SGW timer associated with that S4-SGSN.

************************************************

Extract from TS 22.011 v10.3.0 

4.3.4
Extended Access Barring
Extended Access Barring (EAB) is a mechanism for the operator(s) to control Mobile Originating access attempts from UEs that are configured for EAB in order to prevent overload of the access network and/or the core network. In congestion situations, the operator can restrict access from UEs configured for EAB while permitting access from other UEs. UEs configured for EAB are considered more tolerant to access restrictions than other UEs. When an operator determines that it is appropriate to apply EAB, the network broadcasts necessary information to provide EAB control for UEs in a specific area. The following requirements apply for EAB:

· The UE is configured for EAB by the HPLMN 
-
EAB shall be applicable to all 3GPP Radio Access Technologies. 

NOTE:
In this Release of the specification, EAB is not supported in UTRAN and E-UTRAN.
-
EAB shall be applicable regardless of whether the UE is in a Home or a Visited PLMN. 

-
A network may broadcast EAB information.

-
EAB information shall define whether EAB applies to UEs within one of the following categories: 

a) 
UEs that are configured for EAB;

b) 
UEs that are configured for EAB and are neither in their HPLMN nor in a PLMN that is equivalent to it; 

c)  
UEs that are configured for EAB and are neither in the PLMN listed as most preferred PLMN of the country where the UE is roaming in the operator-defined PLMN selector list on the SIM/USIM,  nor in their HPLMN nor in a PLMN that is equivalent to their HPLMN

-
EAB information shall also include extended barring information for Access Classes 0-9. 
-
A UE configured for EAB shall use its allocated Access Class(es), as defined in sub-clause 4.2, when evaluating the EAB information that is broadcast by the network, in order to determine if its access to the network is barred. 
-
If a UE that is configured for EAB initiates an emergency call or is a member of an Access Class in the range 11-15 and according to clause 4.3.1 that Access Class is permitted by the network, then the UE shall ignore any EAB information that is broadcast by the network.
-
If the network is not broadcasting the EAB information, the UE shall be subject to access barring as described in clause 4.3.1

-
If the EAB information that is broadcast by the network does not bar the UE, the UE shall be subject to access barring as described in clause 4.3.1.

*****

Extract from TS 23.012

3.7.3
Extended periodic LAU Signalling

To reduce network load from periodic location updating (LAU) signalling and to increase the time until the MS detects a potential need for changing the RAT or PLMN (e.g. due to network problems) longer values of the periodic LAU timer and implicit detach timer should be supported.

A long periodic LAU timer value may be locally configured at the MSC/VLR for MS configured for low access priority (see 3GPP TS 24.368 [19]) or may be stored as part of the subscription data in the HLR. During the IMSI Attach and Location Updating procedures, the MSC/VLR should allocate the periodic LAU timer value for the MS based on VPLMN operator policy, low access priority indication from the MS, and subscription information received from the HSS. If the allocated periodic LAU timer value is longer than T3212, the MSC/VLR shall provide the MS with the periodic LAU timer in the Location Updating Accept message as specified in 3GPP TS 24.008 [13].

If the subscriber is not roaming and the MSC/VLR receives a subscribed periodic LAU timer value from the HSS, it should allocate the subscribed value to the MS as periodic LAU timer. If the subscriber is roaming and the MSC/VLR receives a subscribed periodic LAU timer value from the HSS, the MSC/VLR may use the subscribed periodic LAU timer value as an indication to decide for allocating a locally configured periodic LAU timer value to the MS.
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