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MUROS –Analytical Evaluation of TSCs
1. Introduction
This contribution contains an analytical evaluation of TSCs proposed for MUROS. The contribution supplements [1] (presented by NSN at MUROS telco #7, 30th October 2008) and includes an evaluation of the cross-correlation properties (both paired and unpaired) between legacy and proposed MUROS TSCs that was requested at MUROS telco #7 [2].

As was also done in [1] the proposed sets of MUROS TSCs are ranked according to an expression that was previously proposed in [11] and [12] that estimates the resulting error variance on the channel estimate as seen from a new MUROS aware terminal. Furthermore a new expression is derived that allows a similar ranking according to error variance on the channel estimate as seen from a legacy DARP terminal.

In [1] it was suggested that the field of 9 candidate sets proposed at the beginning of the GERAN1 Adhoc ([3], [4], [5], [6], [7], [8], [9], [10] and [11]) should be reduced to the 4 candidate sets proposed in [3] (NSN), [9] (RIM), [10] (Huawei) and [11] (Motorola). This contribution supports this suggestion and evaluates only these 4 TSC candidate sets.
2. Unpaired Cross-Correlation Properties

In MUROS telco #7 it was decided [2] that an analytical evaluation of the proposed sets of MUROS training sequences should include the cross-correlation properties between unpaired training sequences. This section presents the cross-correlation properties between all distinct, unpaired combinations of legacy training sequences and proposed new MUROS training sequences (28 combinations in total), see Figure 1 and Figure 2 below. The correlations can take on a distinct set of values. Hence, the results are presented in terms of histograms that indicate the number of training sequence pairs that take on each particular value. Note that the cross-correlations are evaluated without offset between the training sequences, i.e. in lag zero.
Furthermore, the cross-correlations between all distinct TSC combinations within each proposed candidate set are presented in Figure 3 and Figure 4 below.
[image: image1.wmf][image: image2.wmf]
Figure 1: Distribution of cross-correlations between unpaired legacy and proposed new MUROS training sequences. Left panel: NSN. Right panel: Motorola. 
[image: image3.wmf][image: image4.wmf]
Figure 2: Distribution of cross-correlations between unpaired legacy and proposed new MUROS training sequences. Left panel: Huawei. Right panel: RIM. 
[image: image5.wmf][image: image6.wmf]
Figure 3: Distribution of cross-correlations between all distinct pairs of the proposed new MUROS training sequences. Left panel: NSN. Right panel: Motorola. 
[image: image7.wmf][image: image8.wmf]
Figure 4: Distribution of cross-correlations between all distinct pairs of the proposed new MUROS training sequences. Left panel: Huawei. Right panel: RIM. 
3. Paired Cross-Correlation Properties

This section presents the cross-correlation properties between all pairs of legacy training sequences and the corresponding proposed candidate training sequences. The cross-correlation is evaluated without offset between the training sequences, i.e. in lag zero.
	TSC pair
	0
	1
	2
	3
	4
	5
	6
	7

	NSN
	0.15385
	0.15385
	0.15385
	0.15385
	0.07692
	0.07692
	0
	0.07692

	Motorola
	0
	0
	0
	0
	0.07692
	0.07692
	0
	0.07692

	Huawei
	0.07692
	0.15385
	0.15385
	0.07692
	0.15385
	0.07692
	0.07692
	0.15385

	RIM
	0.07692
	0
	0.07692
	0
	0
	0.07692
	0
	0.07692


Table 1: Cross-Correlation between pairs of legacy and proposed MUROS training sequences.

4. Channel Estimate error variance in MUROS Aware Receivers
In [1], [11] and [12] the proposed training sequences for MUROS were evaluated analytically by an expression that determines the scaling of the noise on the channel estimate, given that the channel is estimated by a joint Least Squares (LS) method that utilize knowledge of the training sequence for both the desired user and for the interfering user. Hence this expression evaluates the proposed training sequences as seen from a MUROS aware receiver structure. For convenience the expression is derived below.

Let
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 associated with the desired user training sequence and [image: image17.wmf]I

Q

 is a Toeplitz matrix of the same size associated with the interfering user training sequence.

The covariance of the noise term is assumed to be given by 
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where [image: image19.wmf]H

 denotes Hermitian transpose. The Weighted Least Squares estimate [image: image20.wmf]h
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 of the channel is given by 
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The covariance of the channel estimation error is given by
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From this it is seen that the variance of the channel estimation error scales with
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i.e. the smaller the value of [image: image24.wmf]S

, the better the noise in the channel estimate is suppressed.

The results that were presented in [1] are verified in Figure 5 below for channel estimate lengths that span 4, 5, 6 and 7 symbols. The figure illustrates the value of the error variance term [image: image25.wmf]S

, calculated for each pair of legacy and corresponding proposed new training sequence. 
The average of the error variance term [image: image26.wmf]S

 across all 8 TSCs for the channel estimate lengths 4,5,6 and 7 are presented for each candidate set in Table 2. The results in Table 2 can be used to rank the candidate sets according to average accuracy of the channel estimate for a MUROS aware receiver.

[image: image27.wmf][image: image28.wmf][image: image29.wmf][image: image30.wmf]
Figure 5: Channel estimate error variance when performing joint LS channel estimation in a MUROS aware receiver. Channel length = 4,5,6,7 symbols. 
	Channel length
	4
	5
	6
	7
	5+6

	NSN
	0.37097
	0.49076
	0.62579
	0.78480
	0.55827

	Motorola
	0.35961
	0.47413
	0.63750
	0.86559
	0.55582

	Huawei
	0.37429
	0.50299
	0.66730
	0.88962
	0.58515

	RIM
	0.36129
	0.47721
	0.61141
	0.83108
	0.54431


Table 2: Average of the channel estimate error variance term [image: image31.wmf]S

 across all 8 TSCs for channel estimation lengths = 4,5,6,7 symbols. The last column presents the average value of [image: image32.wmf]S

 when averaging over channel lengths 5 and 6.
5. Channel Estimate error Variance in Legacy DARP Terminals
Section 4 presented an analytical evaluation of the channel estimate error variance in new MUROS aware receivers that perform a joint (both own and interfering user training sequence is known) LS estimation of the channel. The aim of this section is to provide a similar analytical evaluation of the channel estimate error variance in legacy DARP terminals that perform LS channel estimation in a MUROS scenario based on knowledge of only the legacy TSC.
Let
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where the complex vectors [image: image34.wmf]y
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 represent the received samples, the channel for the desired user, the channel for the interfering user and white noise, respectively. [image: image39.wmf]D
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 associated with the desired (legacy) training sequence and [image: image41.wmf]I

Q

 is a Toeplitz matrix of the same size associated with the interfering (MUROS) training sequence. [image: image42.wmf]n

 represents the noise + interference as seen by the legacy DARP terminal, i.e. the sum of the signal for the interfering user and the white noise term.
The covariance of the noise+interference term is given by
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where [image: image44.wmf]2
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 is the variance of each white noise term and [image: image45.wmf]I

 is the identity matrix. The term [image: image46.wmf][
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 represents the power delay profile of the channel for the interfering user. For simplicity we now assume the power delay profile to be equal to independently fading taps of equal power, [image: image47.wmf]I
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:
[image: image48.wmf][

]

I

h

h

×

=

I

H

I

I

c

E


The covariance of the noise+interference term seen by the legacy DARP terminal can now be written as
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                                                   (Eq. 1)
The Weighted Least Squares estimate [image: image50.wmf]D
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 of the channel for the desired user is calculated as
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The covariance of the channel estimation error is now calculated as
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The variance [image: image53.wmf]S

 of the channel estimation error is calculated as
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From (Eq. 1) above we see that [image: image55.wmf]S

 depends on both the channel power [image: image56.wmf]I
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 for the interfering user and the white noise power [image: image57.wmf]2
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from which we have that [image: image60.wmf]S

 is proportional to a trace that varies with the inverse of the signal-to-noise ratio [image: image61.wmf]2
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 for the interfering user signal. 
Assuming that [image: image62.wmf]1
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 (a different value will not change the ranking between different MUROS training sequence candidate sets) and assuming that the power of the desired signal equals the power of the signal for the interfering user (which is the case for a MUROS signal with [image: image63.wmf]1

=

a

 in white noise) we now calculate the value of [image: image64.wmf]S

 for all training sequence pairs (legacy+new) for each candidate set as a function of the SNR of the transmitted MUROS signal. Figure 6 to Figure 9 below display the average value of [image: image65.wmf]S

 (across all 8 training sequence pairs) for each of the proposed MUROS TSC candidate sets, for channel lengths between 4 and 7 symbol periods. In each figure the right panel is simply a zoom-in on the left panel. 
From the figures it is seen that the lowest average channel estimate error variance is obtained by different candidate sets for different lengths of the estimated channel. Hence, the preferred candidate set should be one that has a low channel estimate error variance for the channel lengths that are most likely to be used in actual implementations. We here propose to consider channel estimate lengths of 5 and 6 symbols as these lengths will offer the best performance trade-off when considering both TU-like and HT-like channel profiles. Figure 10 below shows the channel estimate error variance when averaged over channel lengths 5 and 6 as well as over all 8 TSCs.
When comparing the channel estimate error variances in Figures 6-9 for a legacy DARP terminal to the results in Table 2 that lists the average channel estimate  error variance as experienced by a MUROS aware terminal, it is seen that for a given length of the channel estimate the ranking of the MUROS TSC candidate sets according to lowest error on the channel estimate are identical when seen both from a legacy DARP terminal and from a new MUROS aware terminal. 
[image: image66.wmf][image: image67.wmf]
Figure 6: Channel length=4. The right panel is a zoom-in on the left panel.
[image: image68.wmf][image: image69.wmf]
Figure 7: Channel length=5. The right panel is a zoom-in on the left panel.
[image: image70.wmf][image: image71.wmf]
Figure 8: Channel length=6. The right panel is a zoom-in on the left panel.
[image: image72.wmf][image: image73.wmf]
Figure 9: Channel length=7. The right panel is a zoom-in on the left panel.
[image: image74.wmf][image: image75.wmf]
Figure 10: Average over Channel lengths 5 and 6. The right panel is a zoom-in on the left panel.
6. conclusion
This contribution has presented the cross-correlation properties between the pairs of legacy TSCs and new proposed TSCs for MUROS. Furthermore, the unpaired cross-correlation properties between both legacy and new proposed TSCs as well as between the new TSCs internally in the candidate sets were presented.
This contribution also presented an ordering of the proposed MUROS TSC candidate sets according to their average resulting error variance on the channel estimate as seen from both a new MUROS aware terminal and from a legacy DARP terminal. It was found that for a particular length of the estimated channel the order of the candidate sets was identical for both a MUROS aware terminal and a legacy DARP terminal. However, the order of the candidate sets was found to be very different for different lengths of the estimated channel. 
In [1] it was proposed to rank the TSC candidate sets according channel estimate error variance averaged over channel estimate lengths in the full range 4-7. However, due to the differences in ranking depending on the length of the channel estimate it is proposed to narrow this down and select a candidate set that has a good ranking/low resulting error variance on the channel estimate for the 2 lengths of the channel estimate that are believed to be the ones that are most likely to be in use for actual receiver implementations. We here propose to consider channel estimate lengths of 5 and 6 symbols as these lengths are believed to offer the best performance trade-off when considering both TU-like and HT-like channel profiles.
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