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1. Reason for Change

IETF RFC or Drafts referred by this specification shall be updated, in order to avoid the impact to the whole document due to update of the draft version, it is proposed to remove the version of the draft in the main body.

2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.893 v1.4.0.


* * * First Change * * * *

[bookmark: _Toc34228639][bookmark: _Toc43488749]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[3]	3GPP TS 23.502: "Procedures for the 5G System; Stage 2".
[4]	3GPP TS 29.500: "5G System; Technical Realization of Service Based Architecture; Stage 3".
[5]	IETF draft-ietf-quic-transport-2925: "QUIC: A UDP-Based Multiplexed and Secure Transport".
[6]	IETF draft-ietf-quic-tls-2925: "Using Transport Layer Security (TLS) to Secure QUIC".
[7]	IETF draft-ietf-quic-http-2925: "Hypertext Transfer Protocol (HTTP) over QUIC".
[8]	IETF draft-ietf-quic-recovery-2925: "QUIC Loss Detection and Congestion Control".
[9]	IETF draft-ietf-quic-invariants-0903: "Version-Independent Properties of QUIC"
[10]	IETF draft-ietf-quic-qpack-1612: "QPACK: Header Compression for HTTP over QUIC"
[11]	IETF RFC 5246: "The Transport Layer Security (TLS) Protocol Version 1.2".
[12]	IETF RFC 8446: "The Transport Layer Security (TLS) Protocol Version 1.3".
[13]	IETF RFC 7540: "Hypertext Transfer Protocol Version 2 (HTTP/2)".
[14]	IETF RFC 7541: "HPACK: Header Compression for HTTP/2".
[15]	Void
[16]	IETF RFC 5682: "Forward RTO-Recovery (F-RTO): An Algorithm for Detecting Spurious Retransmission Timeouts with TCP".
[17]	IETF draft-dukkipati-tcpm-tcp-loss-probe-01: "Tail Loss Probe (TLP): An Algorithm for Fast Recovery of Tail Losses".
[18]	IETF RFC 6582: "The NewReno Modification to TCP's Fast Recovery Algorithm".
[19]	3GPP TS 29.510: "Network Function Repository Services".
[20]	IETF RFC 7838: "HTTP Alternative Services".
[21]	IETF draft-pardue-httpbis-http-network-tunnelling-01: "HTTP-initiated Network Tunnelling (HiNT)".
[22]	IETF RFC 7231: "Hypertext Transfer Protocol (HTTP/1.1): Semantics and Content".
[23]	IETF RFC 7230: "Hypertext Transfer Protocol (HTTP/1.1): Message Syntax and Routing".
[24]	3GPP TS 33.210: "3G security; Network Domain Security (NDS); IP network layer security".
[25]	GSMA NG.113: "5GS Roaming Guidelines".
[26]	IETF RFC 8312: "CUBIC for Fast Long-Distance Networks".
[27]	3GPP TR 23.742: "Study on Enhancements to the Service-Based Architecture".
[28]	IETF RFC 8164: "Opportunistic Security for HTTP/2".
[29]	IETF RFC 7657: "Differentiated Services (Diffserv) and Real-Time Communication".
[30]	Taking a Long Look at QUIC: "https://conferences.sigcomm.org/imc/2017/papers/imc17-final39.pdf".
[31]	IETF RFC 5288: "AES Galois Counter Mode (GCM) Cipher Suits for TLS".
[32]	Developing and deploying a TCP replacement for the Web: "https://www.netdevconf.org/0x12/session.html?developing-and-deploying-a-tcp-replacement-for-the-web".
[33]	Optimizing UDP for content delivery: "http://vger.kernel.org/lpc_net2018_talks/willemdebruijn-lpc2018-udpgso-paper-DRAFT-1.pdf".
[34]	UDP segmentation offload: "https://www.netdevconf.org/0x12/session.html?udp-segmentation-offload".
[35]	Multiplexed Application Substrate over QUIC Encryption (MASQUE) charter text: "https://datatracker.ietf.org/doc/charter-ietf-masque/"

* * * Next Change * * * *

[bookmark: _Toc34228658][bookmark: _Toc43488768]5.3.11	Protocol Versioning
QUIC has a 32-bit version field. It can be expected that QUIC will eventually exists in a number of proprietary and standardized versions. IETF is currently working on defining version 0x00000001. There exists a mechanism for the client to ask the server to enumerate all versions it support. The client when requesting to create a connection it will indicate the version desired to use. If supported then that is what will be used, otherwise it triggers the version negotiation. Some of the non-encrypted fields are defined as not being changeable independent of version as defined by the document for invariants (See IETF draft-ietf-quic-invariants-03 [9]).
The QUIC versioning enables a very large degree of flexibility for future changes of QUIC. All aspects except for the invariants can be changed. This enables the tuning of QUIC to a specific use case or implementation of future improvements in transport protocol technology. This flexibility also indicates the need to be explicit about which QUIC version(s) that are to be supported by a specific SBI. Any analysis of benefits and downsides of QUIC must be explicit about which version is discussed.

* * * Next Change * * * *

[bookmark: _Toc34228671][bookmark: _Toc43488781]5.4.5	Connection ID and Connection Migration
The connection ID provides certain flexibility in how the implementers realize front-end load-balancers for QUIC as the QUIC connection is not bound to 5 tuples (protocols and ports). In the case of SBI, both for cloud native implementation or bare metal implementation, this connection ID will provide the ability to establish network interface agonistic connection and move the connect between the interfaces as required without terminating the QUIC connection.
Server-side migration is currently only specified to be done shortly after connection handshake using the Server Preferred Address mechanism discussed in Clause 9.6 of IETF draft-ietf-quic-transport-18 [5]. This mechanism requests that the client sends the packet destined to the server to this preferred address instead of the original one. Future versions or extensions may specify mid connection server side migration.
Client-side migration may occur at any point after the handshake has completed. This can be done intentionally by the client when another network interface has become available, where it first probes the new path from this other interface to the server, and after path verification starts using non-probing packet, thus completing the migration. It can also occur implicit, due to a NAT rebinding where the server-side observable source address and port has changed due to this rebinding. Here the use of non-probing packets results in immediate path migration to the new path, and at the same time the server initiates a path validation.

* * * Next Change * * * *

[bookmark: _Toc34228675][bookmark: _Toc43488785]5.5.2	0-RTT DATA
0-RTT Data has very limited applicability to 3GPP SBI for several reasons. The foremost is the security properties of 0-RTT data. As the 0-RTT data is protected using a Pre-Shared Key (PSK) and not a connection specific established state, the 0-RTT data is possible to replay by an adversary. It is also does not have full forward secrecy, i.e. if the PSK key is later compromised, then this message can be decrypted at that point.
The possibility for replay has multiple impacts. If the HTTP request in the 0-RTT data was not idempotent then the state of the NF could be changed (so IETF draft-ietf-quic-tls-18 [6] specifies that "0-RTT MUST NOT carry a self-contained trigger for any non-idempotent action"). Secondly, when replaying the order of requests can be changed by an adversary. Thus, changing the effect of them, e.g. moving a delete after a create. If multiple replays are allowed additional attacks are possible, including timing and measurement to attempt to determine other state. Overload concerns are also present both on the server side, as well as using 0-RTT as a method for amplifying the amount of data a spoofed source address attack results in.
Due to that many 3GPP SBI requests are not idempotent the potential use of 0-RTT data is very limited. By not allowing its use at all several vulnerabilities are avoided, resulting in a safer and less complex systems as no mitigations are needed.
In any case, given that the considerations on applicability of this feature are essentially related to security, it should be up to SA3 to determine whether it is recommended or not to use this feature in 3GPP networks; also, the recommendation may be dependent on intra vs inter -PLMN scenarios.

* * * Next Change * * * *

[bookmark: _Toc34228682][bookmark: _Toc43488792]6.2.2.1	Case A: Invoking http API Supporting Only TCP Transport
This case is not describe in IETF draft-ietf-quic-http-18 [7].
In this scenario:
-	NF service consumer supports QUIC and has established a QUIC transport connection with its next hop HTTP proxy;
-	NF service consumer discovers that NF service producer supports only TCP.
-	The URI scheme of the API exposed by the NF service producer is http
In this case, the NF service consumer has the following options:
-	Option#1: The NF service consumer uses TCP transport towards the proxy as well. This implies the proxy also supports TCP transport (which is a reasonable assumption considering that during the migration from TCP to QUIC many HTTP entities will support both transports).
-	Option#2: The NF service consumer uses QUIC transport towards the HTTP proxy and the proxy uses TCP transport towards the NF service producer. The HTTP proxy discovers whether the NF service producer supports TCP or QUIC based on apriori connection setup. For example, in the case of SEPP all NFs in a PLMN connect to the SEPP and establish a HTTP/2 or HTTP/3 connection depending on what transport is supported by both the SEPP and the NF service producer. IETF draft-ietf-quic-http-18 [7], clause 2.3 specifies that HTTP/3 clients shall indicate the target domain name during the TLS handshake of QUIC connection setup. The certificate provided at connection setup shall be valid for the target domain name.
Editor's Notes: It is unclear what domain name shall be used for the target domain name when the connection is with a proxy (proxy domain name or the origin server one).
The draft also says in clause 2.4 that a connection to a server endpoint may be reused for requests with multiple different URI authority components. The client may send any requests for which the client considers the server (the one at the existing connection endpoint) authoritative.
Editor's Notes: In our case the client knows that existing QUIC connection ends at a proxy and not at a server. So it is unclear if we can reuse an existing QUIC connection to a proxy endpoint. Also it is unclear if a client can consider a proxy as an authoritative server as proxies and servers are essentially different HTTP entities.
The draft loosely specifies in clause 2.4 how the client knows that the server at the endpoint of the reused QUIC connection (the proxy in our case) is authoritative for requests directed to other domains. It mentions that typically the client discovers that a particular server is the authoritative HTTP/3 endpoint based on the client having received Alt-Svc HTTP response header or the HTTP/2 ALTSVC frame (see IETF RFC 7838 [20]).
Editor's Note:	Whether other mechanisms other than use of IETF RFC 7838 [20] can be considered to discover a particular HTTP/3 endpoint is the authoritative endpoint for a URI authoritative component is FFS.
Finally, the clients shall check that the nominated server can present a valid certificate for the Origin Server before considering it authoritative. Therefore, the HTTP proxy has to present a certificate to the HTTP/3 client on behalf of the HTTP Origin Server (NF service producer) that is valid for multiple domain names and signed by the client network's own certificate authority. In roaming, the client network owner (the VPLMN) and the origin server network owner (the HPLMN) are different authorities and such a certificate is impossible to issue by a regular certification authority (e.g Verisign). The only possibility is that the HTTP client should be configured to trust the HTTP proxy as the certificate authority. Only then this option#2 will work.
-	Option#3: The NF service consumer uses QUIC transport towards the HTTP proxy. The proxy provides a certificate only valid for itself at QUIC connection setup. When the NF service consumer needs to send a request to an NF Service producer it first establishes a tunnel through the proxy by sending an HTTP CONNECT message in a new stream with an ":authority" pseudo-header field identifying the NF Service producer. The proxy then creates a TCP connection towards the NF service producer. Once the TCP connection is completed, a tunnel is created between the NF service consumer and producer. This tunnel is used by the NF service consumer to create a direct HTTP/2 connection (without an end to end TLS) with the NF service producer. HTTP/2 messages can now flow between the two entities. This is illustrated by the figure below.



Figure 6.2.2.1-1: http via HTTP/3 Proxy to NF Service Producer Supporting TCP
NOTE 1:	Option 3 is not described by IETF draft-ietf-quic-http-18 [7] which only describes the use of the CONNECT method to setup a TLS session between an HTTP client and an Origin server.Most of the existing implementation also restricts the usage of CONNECT to https URIs. This option excludes the use of current implementations available on the market. However for 3GPP NF services, the HTTP clients will be the HTTP client libraries supported in various programming languages. One could program in such a way to use HTTP CONNECT via a proxy for http URI too.
NOTE 2: IETF draft-ietf-quic-http-18 [7] doesn't explicitly say if the verifications listed in clause 2.4 of the draft that authorize the reuse of an existing QUIC connection are applicable to the CONNECT method.

* * * Next Change * * * *

[bookmark: _Toc34228683][bookmark: _Toc43488793]6.2.2.2	Case B: Invoking http API Supporting QUIC Transport
In this scenario:
-	NF service consumer supports QUIC and has established a QUIC transport connection with its next hop HTTP proxy;
-	NF service consumer discovers that NF service producer also supports QUIC.
-	The URI scheme of the API exposed by the NF service producer is http
In this case the NF service consumer uses QUIC transport towards the HTTP proxy and the HTTP proxy also uses QUIC transport towards the NF service producer. The QUIC connections on the both side of the leg of HTTP proxy are separate QUIC connections. As TLS is integrated in QUIC, this means this setup would also terminate the TLS at the proxy which is undesirable. In case of proxying with HTTP/2 only the TCP connection is terminated at the proxy but the TLS connection on top of TCP is end-to-end.
The figure below illustrates the case where the HTTP client and server are connected with two QUIC connections through an HTTP proxy.
The connection with the HTTP proxy would be reused for requests sent to multiple domains. When the proxy needs to forward a message to a new HTTP server, it establishes a new QUIC connection with it. The server provides a valid certificate for itself.


Figure 6.2.2.2-1: http via HTTP/3 Proxy to NF Service Producer Supporting QUIC

Case B is not described in IETF draft-ietf-quic-http-18 [7] and the same questions regarding the QUIC connection with the proxy as specified for Case A remains open with Case B.
As per IETF draft-ietf-quic-http-18 [7], clause 2.4, a HTTP client MUST verify if the nominated HTTP server it is communicating with (i.e HTTP proxy in this case) can present a valid certificate for the origin before considering it authoritative. Hence in order to setup an end to end QUIC connection between the HTTP client and the HTTP server via a HTTP/3 proxy, an equivalent of HTTP CONNECT to setup a tunnel is required. Currently such an option does not exist. HTTP CONNECT is used only when the URI scheme is https and upon getting a HTTP CONNECT request a HTTP/3 proxy establishes a TCP connection with the HTTP server (and not a QUIC connection) as specified in clause 5.2 of IETF draft-ietf-quic-http-18 [7].
NOTE:	The use of HTTP CONNECT by HTTP clients when accessing https URI via a proxy is not mandated in IETF RFC 7231 [22]. However many browsers by default use HTTP CONNECT when accessing https URIs via a proxy. For 3GPP NF services, the HTTP clients will be the HTTP client libraries supported in various programming languages. One could program in such a way not to use HTTP CONNECT via a proxy and trust the certificates issued by the proxy effectively allowing the proxy to act as man in the middle.
IETF draft-pardue-httpbis-http-network-tunnelling-01 [21] tries to provide a solution that permits a UDP-based HTTP/3 client behind an HTTP proxy to establish an HTTP/3 session with the origin. As the successor approach, IETF is reviewing a working group formation proposal to work on a HTTP based proxying solution for end to end encrypted traffic, named MASQUE [35]. This result of this working group will allow the end point to communicate with end to end QUIC encryption while use the proxy on the path. This means the HTTP client (consumer) will maintain a QUIC tunnelling connection towards the HTTP/3 proxy and inside that tunnel the consumer will have an end to end QUIC connection towards the HTTP server (provider).

* * * Next Change * * * *

[bookmark: _Toc34228685][bookmark: _Toc43488795]6.2.2.4	Case D: Invoking https API Supporting QUIC Transport
In this scenario:
-	NF service consumer supports QUIC and has established a QUIC transport connection with its next hop HTTP proxy;
-	NF service consumer discovers that NF service producer also supports QUIC.
-	The URI scheme of the API exposed by the NF service producer is https
In this case the following sequence of events happen
-	HTTP client establishes a QUIC connection with the HTTP proxy
-	HTTP client sends a HTTP CONNECT to the proxy with URI set to the NF service producer API URI.
-	As specified in IETF draft-ietf-quic-http-18 [7] clause 5.2, the proxy establishes a TCP connection to the HTTP server. However it is desirable that a mechanism is available for the HTTP/3 proxy to instruct the use of QUIC connection to a HTTP server instead of TCP.
-	Currently there is no mechanism that exists in IETF draft-ietf-quic-http-18 [7] where a HTTP/3 proxy is instructed to use a QUIC connection to a HTTP server instead of TCP.
IETF draft-pardue-httpbis-http-network-tunnelling-01 [21] tries to provide a solution that permits a UDP-based HTTP/3 client behind an HTTP proxy to establish an HTTP/3 session with the origin. But at this moment this is an individual draft and is in very early stage.
According to RFC 7230 [23] clause 2.7.3, the client shall ensure that its connection to the origin server is secured through the use of strong encryption, end-to-end, prior to sending the first HTTP request when the https URI scheme is used.
A HTTP client implementation may decide not to enforce E2E security though the https URI scheme is used and connection to the Origin server is done via a proxy. IETF RFC 7231 [22] does not mandate the use of HTTP CONNECT for accessing https URI via a proxy. If a HTTP client decides not to use CONNECT, then it may trust the certificates issued by the HTTP/3 proxy on behalf of the HTTP/3 server signed by the proxy's certificate authority, thus allowing the HTTP/3 proxy to act as man in the middle. This would violate the requirement for the HTTP client in RFC 7230 [23] clause 2.7.3.

* * * Next Change * * * *
[bookmark: _Toc34228688][bookmark: _Toc43488798]6.2.3.2	Invoking https API Supporting QUIC Transport
In this scenario:
-	NF service consumer supports only TCP and has established a TCP transport connection with its next hop HTTP proxy;
-	NF service consumer discovers that NF service producer supports QUIC.
-	The URI scheme of the API exposed by the NF service producer is https
When https scheme is used, the HTTP client first sends a HTTP CONNECT request to the HTTP proxy. However as per IETF draft-ietf-quic-http-18 [7], clause 5.2 and IETF RFC 7231 [22], clause 4.3.6, when a HTTP proxy receives a HTTP CONNECT method, it establishes a TCP based tunnel towards the NF service producer (the HTTP destination origin server) so that a TLS connection end to end from the HTTP client to the HTTP destination origin server can be setup. Since the semantics of HTTP CONNECT demands this, the HTTP proxy will not use QUIC towards the HTTP server (NF service producer) even if it supports QUIC.
A HTTP client implementation may decide not to use HTTP CONNECT to access a https URI via a proxy. IETF RFC 7231 [22] does not mandate the use of HTTP CONNECT for accessing https URI via a proxy. If a HTTP client decides not to use CONNECT, then it may trust the certificates issued by the HTTP/3 proxy on behalf of the HTTP/TCP server signed by the proxy's certificate authority, thus allowing the HTTP/3 proxy to act as man in the middle. This would violate the requirement for the HTTP client in RFC 7230 [23] clause 2.7.3.

* * * Next Change * * * *

[bookmark: _Toc34228691][bookmark: _Toc43488801]6.3.2	Connection setup and management
To use HTTP over QUIC requires explicit discovery of QUIC protocol support in the client and server. The server can advertise the support for the QUIC as a transport protocol then client can use some explicit information provided by the server or prior knowledge of the previous contact to the server to select QUIC as a transport protocol. Different alternatives to do the discovery of QUIC support in the NFs are discussed in clause 7.2.
QUIC connection level settings are communicated between client and server at the crypto handshake. However, the HTTP/3 specific settings (see IETF draft-ietf-quic-http-18 [7]) are set via SETTINGs frame sent by the client and server via the HTTP/3 control stream after QUIC connection is established.
As QUIC allows stream multiplexing the HTTP clients can multiplex multiple HTTP/3 requests on to same QUIC connection as long as the server has the authority to serve the request. This reduces the need for multiple connections and improves performance by avoiding the time it takes to establish new connections. In case of SBI, every consuming NF will originate request to a specific provider NF. Hence, there will be one to one mapping between the server and origin. However, it is also possible to install a frontend proxy to hide a number of provider NFs that is managed by one administration. In this case the NF consumer will establish single connection towards the frontend proxy and multiplex request towards different NF providers over a single QUIC connection, treating the frontend proxy as a server endpoint.

* * * Next Change * * * *

[bookmark: _Toc34228692][bookmark: _Toc43488802]6.3.3	Streams, framing and multiplexing
The QUIC stream number space is larger than that of HTTP/2. HTTP/3 uses a completely new framing concept. The HTTP/2 framing is completely changed, including the basic HTTP/2 Frame Header layout. Consequently HTTP/3 uses only the QUIC streams and does not have a stream Identifier in the HTTP/3 frame header..
Another important difference is the HTTP/3 only guarantee ordered delivery on the stream level while HTTP2 expects absolute ordering on the frames across multiple streams. HTTP/3 will break any such ordering assumption.
When HTTP runs over QUIC the HTTP layer does not require to do any stream multiplexing. QUIC maps each of its streams to a HTTP transaction. A stream is closed when the RESET_STREAM is received in QUIC. In HTTP/2, a stream is half-closed when the frame with END_STREAM bit set is received, and is closed when the RESET_STREAM is received. The additional difference is that in the current specification, HTTP/3 does not use server initiated bidirectional stream. This means unidirectional streams are created from both the client and server with indication of the purpose of the stream as stream header at the beginning of the streams. All client initiated bi-directional streams are used for requests and responses.
Editor's Note:	Some aspects of connection management are still not clearly defined in the IETF drafts, such as the usage of client-initiated vs. server-initiated streams, and bi-directional vs. unidirectional streams. A more accurate description and analysis  of these aspects is FFS, once the IETF drafts are further developed.
The HTTP/3 frame type definition follows QUIC encoding concept. QUIC uses a variable length integer encoding which allows a larger number of stream IDs compared to HTTP/2 encoding. This change results in different HTTP/3 frame types and requires a mapping from HTTP/2 to HTTP/3 frame types. HTTP/3 (see IETF draft-ietf-quic-http-18 [7]) defines this mapping of HTTP/2 over HTTP/3.

* * * Next Change * * * *

[bookmark: _Toc34228694][bookmark: _Toc43488804]6.3.5	Server Push
HTTP/3 uses a different server push mechanism than what is defined for HTTP/2 in IETF RFC 7540 [13]. HTTP/3 uses two new frames to accomplish server push – a) a modified PUSH_PROMISE frame and b) a MAX_PUSH_ID. The modified PUSH_PROMISE frame does not refer to a stream as originally designed in IETF RFC 7540 [13], it uses as PUSH_ID that uniquely identifies a server push. HTTP/3 defines the use of PUSH_IDs in PUSH_PROMISE frame, DUPLICATE_PUSH frame, CANCEL_PUSH frame and PRIORITY_FRAME in addition to their use in Push Stream headers (a unidirectional server initiated stream) for now. The server can only push, and it can initiate pushing only one it receives a MAX_PUSH_ID frame from the corresponding client. Details of the modified server push mechanism is described in IETF draft-ietf-quic-http-18 [7].

* * * Next Change * * * *

[bookmark: _Toc34228695][bookmark: _Toc43488805]6.3.6	Compression (HPACK vs QPACK)
The Header Compression for HTTP/2, HPACK (see IETF RFC 7541 [14]), provides compression of HTTP header fields. Significantly reducing the headers, especially for sequential HTTP/2 request responses to the same server, where repeated and redundant information is efficiently compressed. The use of HPACK in HTTP/2 is one of the more significant performance improvements compared to HTTP 1.0 or 1.1. HPACK was defined based on one important assumption, namely the TCP in-order delivery of the different HTTP/2 frame types across all the streams. Thus, the encoder knows in which order the decoder will receive and process the various frames, and how the decoder state will be updated. HTTP/3 does not provide the same deterministic and guaranteed in order delivery mechanism between different HTTP requests. HTTP/3 can avoid this head of line blocking and provide improved performance by delivering to higher layers the HTTP messages in the order they are successfully delivered to the peer. However, if one would use HPACK without modifications, this could result in the decoder blocking or producing the wrong output. Therefore, header Compression for HTTP/3, QPACK (see IETF draft-ietf-quic-qpack-06 [10]), is being defined.
QPACK is a redesigned version of HPACK that can support out-of-order delivery. It allows flexibility in the encoder to perform trade-offs between compression ratios and likelihood of head of line blocking due to out of order delivery. The changes in QPACK allows for much reduced head of line blocking at similar compression efficiency for a given packet loss rate. It also provides the implementation freedom to select how robust the transaction should be against packet loss. This at the cost of requiring HTTP/3 servers to implement the new QPACK mechanism, even if some reuse of the HPACK implementation is possible.

* * * Next Change * * * *

[bookmark: _Toc34228706][bookmark: _Toc43488816]8.2.2	Using Alt-Svc Header
The current QUIC working group draft on HTTP over QUIC  (HTTP/3) (See IETF draft-ietf-quic-http-18 [7]) defines a discovery method of QUIC support using Alt-Svc HTTP response header defined in IETF RFC 7838 [20]. In this case the NF as HTTP server can notify the NF as HTTP client about the support of QUIC protocol with a HTTP response header with any HTTP response. An example of such response will look like below:
HTTP/1.1 200 OK
Content-Type: text/html
Alt-Svc: h3=":50443";quic="1,1abadaba"

Here, the " h3" is the ALPN token identifies HTTP/3 and "quic" is a new parameter defined to advertise the versions supported by the NF. The syntax of Alt-Svc is defined in IETF RFC 7838 [20] and the "quic" parameter for Alt-Svc header to provide the QUIC version hints, is defined in HTTP/3 IETF draft (See IETF draft-ietf-quic-http-18 [7]).
In this method, the HTTP client acting as NF consumer needs to start connection using TCP for the first contact with a HTTP server acting as NF provider. If the HTTP server response includes the Alt-Svc header then the HTTP client will re-establish HTTP connection over QUIC and save the protocol preference for further connection. After new QUIC connection established towards the HTTP server, the HTTP client must send all the requests over QUIC connection. The HTTP client then can terminate the previously established TCP connection.
As described, the downside of this method is that the HTTP client for the first contact with a HTTP server has to establish TCP connection to discover the QUIC support and terminate the already establish TCP connection. However, this should be only one-time event after discovering that one HTTP server supports QUIC the client must not repeat this discovery event.
This method allows a gradual deployment of QUIC in the PLMNs and does not require extra information exchange at the NF service discovery phase.
This solution requires that the HTTP server (NF Service Producer) can be reached over TCP in addition to QUIC, so a server supporting only QUIC would need additional mechanisms to let NF Service Consumers discover such support.

* * * Next Change * * * *

[bookmark: _Toc34228721][bookmark: _Toc43488831]9.3	QUIC's Security Mechanisms
QUIC as currently specified do not support any unencrypted mode, nor unauthenticated. This have several implications on the SBA architecture. Some of them have already been touched upon before.
-	There is a requirement (see clause 2.3 of IETF draft-ietf-quic-http-18  [7]) of explicitly addressing the QUIC peer when establishing a connection and include the target domain in the TLS handshake using SNI or other mechanism. This prevents any type of transparent HTTP proxies, and the next hop must always be known by the client.
-	Use of any HTTP proxy will require additional functionality as discussed in Clause 9.2 and where only the one type of proxying, i.e. the use HTTP Connect method to establish end-to-end TLS connections over TCP from proxy to designated target domain. The other proxy cases discussed in Clause 6 lacks mature specifications. The current implication is that to enable QUIC in Release 16 SBA Architecture needs to be capable of operating without any HTTP proxies.
-	Potential use of HTTP opportunistic security (IETF RFC 8164 [28]) for any "http" scheme requests over QUIC. This requires an additional QUIC connection as "http" scheme requests and "https" scheme requests are not allowed in the same connection (see clause 2.2 of IETF RFC 8164 [28]). It also requires additional HTTP server support to indicate this capability. This could enable QUIC migrations even if there are still some SBIs that doesn't support "https" scheme requests. However, if such interfaces exist it would be securer to upgrade them to support "https" scheme.
To summarize, with the current version of QUIC and HTTP/3 the 3GPP SBA architecture needs to assume that all requests and SBI will only use "https" scheme requests, that they will explicitly address the target NF, and that there is no possibility to deploy HTTP Proxies or other intermediaries acting above UDP layer in between NFs.

* * * Next Change * * * *

[bookmark: _Toc34228738][bookmark: _Toc43488848]11.1.3	Issues
Following issues are identified:
1)	The QUIC layer is end-to-end encrypted and use of proxies between end-to-end QUIC connections is not sufficiently covered. There is no support for instance to support an end-to-end QUIC connection through a proxy using HTTP CONNECT.
2)	The QUIC layer is end-to-end encrypted and thus allows less accurate network monitoring capabilities than TCP.
3)	The server cannot migrate the connection to a different network interface / local address during the lifetime of the connection; this requires clients to still rely on alternate QUIC connections for failover to an alternate path; also solutions for ensuring availability and stability of connections (e.g. failover to a secondary path like supported in SCTP multi-homing) are not provided at the QUIC protocol layer but have to be implemented at the application layer similar to HTTP/2.
4)	IETF draft-ietf-quic-recovery-18  [8] provides recommendations on congestion control (e.g. TCP NewReno). According to IETF draft-ietf-quic-recovery-18  [8], implementations may use other congestion control algorithms than TCP NewReno and endpoints MAY use different algorithms from one another. Some measurements have shown that QUIC can overtake TCP in terms of how much bandwidth it can take leading to unfairness even if the congestion algorithm is the same (see e.g. "Taking a Long Look at QUIC" [30]). This leads to possible concerns on how fairly QUIC traffic mixes with TCP traffic, as this would be the case e.g. during migration scenarios (see clause 8.4). The issue becomes more complicated when mixing different congestion algorithms and deserves more experimentation.

* * * End of Changes * * * *
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