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1. Introduction
The paper is to discuss retransmission of a signaling message and possible mechanisms used to identify a retransmitted signaling message. 
2. Description
2.1 Reliability and Retransmission of a signaling message
A reliable communication may rely on a reliable transport layer protocol, and/or a reliable higher layer protocol, and/or an application logic in the service.
One of aspects to achieve reliable delivery of signalling message is that the requester to retransmit the request message which the corresponding response message hasn't yet received. However, the original request message might be already handled on the receiver/server side (e.g. the corresponding response message is on the way but the requester has determined as it is timeout or the request message has been arrived at server side but been accidently discarded, e.g. when the receiver has overloaded); in such case, when the client does a retransmission of the same request message, it is difficult for the receiver/server to determine if it is a new request or it is the retransmitted/same request message. The application logic in the server must use other information which might or might not be included in the request message body to "guess" then determine if it is a retransmitted message if the higher layer protocol doesn't offer such capability to ease the application logic, and this adds much extra complexities/processing load in the application logic of the server, and the result is unpredictable! 
More important, not all application logic/service API offer such possibility to use the information elements included in the request message to determine if it is a retransmission for a same request message being treated.
Though using a reliable transport layer protocol, e.g. TCP/SCTP, may help to reduce the needs for retransmission, however, at receiving side, failure may happen between TCP and higher layer protocol stack, may happen between the higher layer protocol layer and application layer. Retransmission of a request message when no response is received is needed regardless whether transport layer protocol provides a reliable delivery of a signalling message.  
In EPS and GPRS, GTPv1/v2 and Diameter protocol are used for most of interfaces as specified in CT3/CT4 specifications. 
Both GTPv1/v2 which is a protocol based on unreliable transport layer protocol - UDP, and Diameter which is a protocol based on reliable transport layer protocol - TCP/SCTP, offers a mechanism to deal with signalling retransmission. 
The mechanism is very similar and straight forward: 
· the sender of a request message includes an identifier which is unique at least for a period of time (which shall be longer than N (retry times) x T (timeout)) within the sender in the header of the higher layer protocol, so the receiver can identify if it is retransmission of a same request message;
· the receiver when producing the response message copies the above identifier in the header of high layer protocol in the response message, this will enable the sender of request message to determine if it is corresponding response and determine if it has received the same response. The receiver shall keep the response for a period of time to be able to resend the same response message if it receives retransmitted request messages. 
The mechanism used in GTPv2 to deal with retransmitted GTPv2 message is specified in 3GPP TS 29.274, clause 7.6.
For each triplet of local IP address, local UDP port and remote peer's IP address a GTP entity maintains a sending queue with signalling messages to be sent to that peer. The message at the front of the queue shall be sent with a Sequence Number, and if the message has an expected reply, it shall be held in a list until a reply is received or until the GTP entity has ceased retransmission of that message. The Sequence Number shall be unique for each outstanding Initial message sourced from the same IP/UDP endpoint. A node running GTP may have several outstanding messages waiting for replies.  Not counting retransmissions, a single GTP message with an expected reply shall be answered with a single GTP reply, regardless whether it is per UE, per APN, or per bearer
...
The Sequence Number in the GTP header of the triggered response message shall be copied from the respective request message.
...
A timer, denoted T3-RESPONSE, shall be started when a signalling message (for which a reply is expected) is sent. A signalling message or the triggered message has probably been lost if a reply has not been received before the T3-RESPONSE timer expires.
Once the T3-RESPONSE timer expires, the message corresponding to the T3-RESPONSE timer is then retransmitted if the total number of retry attempts is less than N3‑REQUESTS times. The expiry of the timer for piggybacked request messages shall result in re-transmission of the original IP/UDP packet containing both the triggered response message and the piggybacked initial message. T3-RESPONSE timer and N3‑REQUESTS counter setting is implementation dependent. That is, the timers and counters may be configurable per procedure. Multileg communications (e.g. Create Session Requests and Responses) however require longer timer values and possibly a higher number of retransmission attempts compared to single leg communication.
All received GTPv2 messages with an expected reply shall be replied to and all reply messages associated with a certain message shall always include the same information. Duplicated reply messages shall be discarded by the receiver unless the reply needs a reply. A received reply message without a matching outstanding message that is waiting for a reply should be discarded.
The mechanism used in Diameter to detect duplicate message is specified in RFC 6733 as below:
  It is important to note that multiple identical requests or answers
   MAY be received as a result of a failover.  The End-to-End Identifier
   field in the Diameter header along with the Origin-Host AVP MUST be
   used to identify duplicate messages.
...

End-to-End Identifier

      The End-to-End Identifier is an unsigned 32-bit integer field (in
      network byte order) that is used to detect duplicate messages.
      Upon reboot, implementations MAY set the high order 12 bits to
      contain the low order 12 bits of current time, and the low order
      20 bits to a random value.  Senders of request messages MUST
      insert a unique identifier on each message.  The identifier MUST
      remain locally unique for a period of at least 4 minutes, even
      across reboots.  The originator of an answer message MUST ensure
      that the End-to-End Identifier field contains the same value that
      was found in the corresponding request.  The End-to-End Identifier
      MUST NOT be modified by Diameter agents of any kind.  The
      combination of the Origin-Host AVP (Section 6.3) and this field is
      used to detect duplicates.  Duplicate requests SHOULD cause the
      same answer to be transmitted (modulo the Hop-by-Hop Identifier field 
      and any routing AVPs that may be present), and they MUST NOT
      affect any state that was set when the original request was
      processed.  Duplicate answer messages that are to be locally
      consumed (see Section 6.2) SHOULD be silently discarded.

   The mechanism in GTPv2 has an extra benefit that it can determine the retransmitted response messages.
[bookmark: _Toc19708953][bookmark: _Toc27745028][bookmark: _Toc29803181][bookmark: _Toc35969932][bookmark: _Toc36050726][bookmark: _Toc44847439][bookmark: _Toc51845092][bookmark: _Toc51845423][bookmark: _Toc51846943][bookmark: _Toc57022574][bookmark: _Toc82556736]In 5GC, HTTP/2 is used for all SBI interface, though it is based on reliable Transport layer protocol - TCP, it doesn't preclude the need to retransmit a request message when there is no reply. 
In fact, with introduction of NF (service) Set and also the SCP, the resilience of 5GC is improved if the client including the SCP (for indirect communication) does retransmission of the message, this adds importance to introduce a mechanism to detect a retransmitted request and response message.
Field test with high load has increasingly shown the needs to introduce a mechanism in HTTP protocol stack to be able to determine if it is a retransmission of a same request message, to avoid impact on service APIs to define additional application logic and also avoid extra processing in the application level (which is not efficient either).

3. Proposal
CT4 has introduced two custom headers, 3gpp-Sbi-Request-Info and 3gpp-Sbi-Response-Info as below, they can be used to support a similar mechanism to detect duplicated request/response message, i.e. to carry an unique identifier allocated by the HTTP client for each HTTP request message and be copied by the HTTP server into the corresponding response message. Such unique identifier can be encoded as UUIDv4 which includes a timestamp already. 
Summary: it is proposed to introduce a similar mechanism as specified in GTPv2 to support the detection of duplicated request/response message.
[bookmark: _Toc57023922][bookmark: _Toc82556717]5.2.3.2.18	3gpp-Sbi-Request-Info
The header contains a comma-delimited list of additional information related to a HTTP request which may be included by a NF or a SCP, to indicate e.g.:
-	whether the HTTP request message is involving a reselection of an alternative NF;
-	whether the HTTP request message is a retransmission of the message, i.e. the request message has been sent but being rejected with a temporary failure or timeout;
The receiving NF may use the header, e.g. to determine whether to accept the request.
The encoding of the header follows the ABNF as defined in IETF RFC 7230 [12].
3gpp-Sbi-Request-Info = "3gpp-Sbi-Request-Info" ":" 1#(OWS parameter [*(";" OWS additionalparameter)])
parameter = parametername "=" RWS parametervalue
parametername = "retrans" / "redirect" / "reason" / token
additionalparameter =  "receivedrejectioncause" / token
The 3gpp-Sbi-Response-Info header was introduced by C4-215476.
https://www.3gpp.org/ftp/tsg_ct/WG4_protocollars_ex-CN4/TSGCT4_106e_meeting/Docs/C4-215476.zip
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The header contains a comma-delimited list of additional information related to an HTTP response. It may be included e.g. in a 4xx or 5xx response sent: 
-	by an SCP to indicate whether it attempted to retransmit the request to alternative HTTP server instances; or
-	by an alternative HTTP server instance to indicate whether the corresponding resource or context has been transferred to the alternative HTTP server instance, or by an HTTP server instance to indicate that the failed request shall not be retried. 
The encoding of the header follows the ABNF as defined in IETF RFC 7230 [12].
3gpp-Sbi-Response-Info = "3gpp-Sbi-Response-Info" ":" 1#(OWS parameter [*(";" OWS parameter)])
parameter = parametername "=" RWS parametervalue
parametername = "request-retransmitted" / "nfinst" / "nfset" / "nfservinst" / "nfserviceset" / "context-transferred" / "no-retry" / token
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