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\* \* \* First Change \* \* \* \*

### 13.1.2 Originating MCData client procedures

Upon receiving a request by an MCData user, or an IP packet from an IP application, the MCData client shall follow the procedure in 20.2.1 in 3GPP TS 24.282 [8]. The IP tunnel shall be based on Generic Routing Encapsulation (GRE) as specified in RFC 2784 [19], and as explained in subclause 13.4.

The MCData client shall use the IP address present in the SDP answer and the value of the <gre-tunnel-key> element contained in the <anyExt> element of the <mcdata-Params> element of the <mcdatainfo> element of the application/vnd.3gpp.mcdata-info+xml MIME body included in the received in the SIP 200 OK response to establish the GRE tunnel.

The Key field value of each GRE packet header uniquely identifies the IP connectivity session that the GRE packet payload is associated with.

The MCData client shall act as an IP relay for IP traffic between the IP application and the IP tunnel to the far endpoint. Once the IP tunnel is established, the IP applications can exchange IP data. The client that receives the IP packets from the IP application shall perform encapsulation to the tunnelling protocol, while the client that receives IP packets from the IP tunnel shall perform decapsulation from the tunnelling protocol before passing the IP data to the IP application.

### 13.1.3 Terminating MCData client procedures

The successful outcome of the procedure 20.2.2 in 3GPP TS 24.282 [8] shall be the trigger to start the establishment of the IP tunnel. The IP tunnel shall be based on GRE as specified in RFC 2784 [19], and as explained in subclause 13.4.

The MCData client shall use the IP address present in the SDP offer and the value of the <gre-tunnel-key> element as determined in clause 20.2.2 of 3GPP TS 24.282 [8] to establish the GRE tunnel.

The Key field value of each GRE packet header uniquely identifies the IP connectivity session that the GRE packet payload is associated with.

The MCData client shall act as an IP relay for IP traffic between the IP tunnel and the IP application. Once the IP tunnel is established, the IP applications can exchange IP data. The client that receives the IP packets from the IP application shall perform encapsulation to the tunnelling protocol, while the client that receives IP packets from the IP tunnel shall perform decapsulation from the tunnelling protocol before passing the IP data to the IP application.

## 13.2 Participating MCData function procedures

### 13.2.1 Originating procedures

The originating participating MCData function shall provide an endpoint for an IP tunnel towards the originating MCData client, and a second endpoint for an IP tunnel towards the controlling MCData function. Once the IP tunnel from the MCData client is established, the participating MCData function shall establish a second IP tunnel towards the controlling MCData function. The IP tunnels shall be based on GRE as explained in subclause 13.4.

The originating participating MCData function shall use the IP address present in the SDP offer reveived in the SIP INVITE request as described in clause 20.3.1 of 3GPP TS 24.282 [8] and the value of the <gre-tunnel-key> element contained in the <anyExt> element of the <mcdata-Params> element of the <mcdatainfo> element of the application/vnd.3gpp.mcdata-info+xml MIME body included in the received SIP 200 OK response as defined in procedure 20.3.1 of 3GPP TS 24.282 [8] to create the GRE tunnel towards the originating client.

The originating participating MCData function shall use the IP address present in the SDP answer reveived in the SIP 200 OK response as described in clause 20.4.1 of 3GPP TS 24.282 [8] and the value of the <gre-tunnel-key> element contained in the <anyExt> element of the <mcdata-Params> element of the <mcdatainfo> element of the application/vnd.3gpp.mcdata-info+xml MIME body included in the SIP 200 OK response as defined in procedure 20.4.1 of 3GPP TS 24.282 [8] to create the GRE tunnel towards the originating controlling function.

The Key field value of each GRE packet header uniquely identifies the IP connectivity session that the GRE packet payload is associated with. Additionally the originating participating MCData function shall act as an IP relay for the IP traffic between these two IP tunnels.

### 13.2.2 Terminating procedures

The terminating participating MCData function shall provide an endpoint for an IP tunnel towards the terminating MCData client, and a second endpoint for an IP tunnel towards the controlling MCData function. Once the IP tunnel from the MCData client is established, the terminating participating MCData function shall establish a second IP tunnel towards the controlling MCData function. The IP tunnels shall be based on GRE as explained in clause 13.4.

The terminating participating MCData function shall use the IP address present in the SDP answer reveived in the SIP 200 OK response as described in clause 20.3.2 of 3GPP TS 24.282 [8] and the value of the <gre-tunnel-key> element contained in the <anyExt> element of the <mcdata-Params> element of the <mcdatainfo> element of the application/vnd.3gpp.mcdata-info+xml MIME body included in the SIP 200 OK response as defined in procedure of 20.3.2 in 3GPP TS 24.282 [8] to create the GRE tunnel towards the terminating client.

The terminating participating MCData function shall use the IP address present in the SDP offer reveived in the SIP INVITE request as described in clause 20.4.1 in 3GPP TS 24.282 [8] and the value of the <gre-tunnel-key> element contained in the <anyExt> element of the <mcdata-Params> element of the <mcdatainfo> element of the application/vnd.3gpp.mcdata-info+xml MIME body included in the SIP 200 OK response as defined in procedure of 20.4.1 in 3GPP TS 24.282 [8] to create the GRE tunnel towards the controlling function.

The Key field value of each GRE packet header uniquely identifies the IP connectivity session that the GRE packet payload is associated with. Additionally the terminating participating MCData function shall act as an IP relay for the IP traffic between these two IP tunnels.

## 13.3 Controlling MCData function procedures

The controlling MCData function shall provide an endpoint for an IP tunnel towards the MCData originating participating MCData function, and a second endpoint for an IP tunnel towards the terminating participating MCData function. The IP tunnels shall be based on GRE as explained in clause 13.4.

The controlling MCData function shall use the IP address present in the SDP answer reveived in the SIP 200 OK response as described in clause 20.3.2 of 3GPP TS 24.282 [8] and the value of the <gre-tunnel-key> element contained in the <anyExt> element of the <mcdata-Params> element of the <mcdatainfo> element of the application/vnd.3gpp.mcdata-info+xml MIME body included in the SIP 200 OK response as defined in procedure of 20.3.2 in 3GPP TS 24.282 [8] to create the GRE tunnel towards the terminating participatring function.

The controlling MCData function shall use the IP address in the SDP offer reveived in the SIP INVITE request received as described in clause 20.3.1 of 3GPP TS 24.282 [8] and the value of the <gre-tunnel-key> element contained in the <anyExt> element of the <mcdata-Params> element of the <mcdatainfo> element of the application/vnd.3gpp.mcdata-info+xml MIME body included in the SIP 200 OK response as defined in procedure in 20.3.1 of 3GPP TS 24.282 [8] to create the GRE tunnel towards the originating participating function.

The Key field value of each GRE packet header uniquely identifies the IP connectivity session that the GRE packet payload is associated with. Additionally the controlling MCData function shall act as an IP relay for the IP traffic between these two IP tunnels.

\* \* \* Next Change \* \* \* \*
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