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1. Introduction
This pCR attempts to provide a OAM-based solution for KI#2: Notification of applicability on Disaster Condition to PLMNs without Disaster Condition.
2. Reason for Change
As per discussed in C1-210208, for resolving KI#2, following observations were provided:
Observation #1: When the disaster condition applies, only RAN of the current serving PLMN is not available but other network functions, including CN and NMS, are still operational.

Observation #2: Disaster Condition caused RAN unavailability can be treated as a network fault and each PLMN’s Telecom Network Management System (NMS) has already provided fault management function or network fault supervision service.

Observation #3: With interface between two PLMN NMS, the co-operation between two PLMNs with related to network management function is feasible.

3. Conclusions

Based on above observations, it proposed:

Proposal #1: It proposes to provide the O&M-based solution as shown in Figure 2 for KI#2.

4. Proposal

It is proposed to agree the following changes to 3GPP TR 24.811 v0.1.0.
* * * First Change * * * *
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* * * Next Change * * * *

6.X
Solution X1: O&M-based solution for Key Issue #2
6.X.1
Introduction

This solution addresses Key Issue #2: Notification of applicability on Disaster Condition to PLMNs without Disaster Condition in subclause 5.2.
6.X.2
Solution description

The Disaster Condition caused RAN unavailability can be treated as a network fault. As per 3GPP TS 32.101 [x] for defining the legacy PLMN management functional architecture, the fault management is a basic management function provided by the PLMN NMS.

Furthermore, as per 3GPP TS 28.533 [y] for the SBA based NMS defined for 5GS, the network fault supervision service is also a basic management service provided by the PLMN NMS for the management of the 3GPP network.

The PLMN NMS can directly interface with different network elements within 3GPP network, including core network functions (e.g. AMF, SMF) and RAN nodes (e.g. gNB) via O&M operations. The required O&M operations may or may not be standardized, i.e. to use the proprietary implementation.

The O&M-based solution for each question within Key Issue #2 is described as below:
"-
How to deliver the information on the Disaster Condition to the PLMNs without Disaster Condition;"

When the Disaster Condition applies to the UE’s current seving PLMN, the Disaster Condition can be detected by serving PLMN NMS automatically or artificially. The serving PLMN NMS collects and stores the disaster PLMN ID (i.e. the current serving PLMN ID) and disaster area information. Hereafter, the serving PLMN NMS sends the disaster PLMN ID and disaster area information to other PLMN NMS without Disaster Condition which can provide the disaster roaming for the UE. The PLMN without Disaster Condition which can provide the disaster roaming for the UE is called Disaster Roaming PLMN and used hereafter. The Disaster Roaming PLMN NMS stores the received disaster PLMN ID and disaster area information and sends them to its core network functions (e.g. AMF) and RAN nodes (e.g. gNBs) based on the disaster area information, i.e. the core network functions and RAN nodes have overlapped serving area with the disaster area information.

NOTE:
The communication between serving PLMN NMS and Disaster Roaming PLMN NMS, between Disaster Roaming PLMN NMS and Disaster Roaming PLMN core network functions and RAN nodes are implementation specific, e.g. via O&M operations.
Editor's Note:
The content and format of disaster area information is FFS.
"-
Who or which entity decides the Disaster Condition;"

It is serving PLMN NMS to decide the Disaster Condition based on regulatory requirements or operator policy of the serving PLMN (i.e. the PLMN with Disaster Condition).
"-
How to provide information on the area where Disaster Condition applies."

The serving PLMN NMS collects the disaster area information where Disaster Condition applies. The PLMN NMS can know this disaster area information based on O&M operations, e.g. by counting the number of fault gNBs due to Disaster Condition and then collecting the TAs corresponding their coverage area.
The end-to-end flow of O&M-based solution for KI#2 can be shown in Figure 6.X.1:
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Figure 6.X.1: End-to-end flow of O&M-based solution for KI#2
6.X.3
Impacts on existing nodes and functionality
There is no impact on the UE.

NG-RAN of PLMN without Disaster Condition: To receive and store the disaster PLMN ID and disaster area information sent by the PLMN NMS via O&M operations.
AMF of PLMN without Disaster Condition: To receive and store the disaster PLMN ID and disaster area information sent by the PLMN NMS via O&M operations.
There are impacts on PLMN NMS but the required O&M operations may not to be standardized, i.e. by proprietary implementation.
* * * End of Change * * * *
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