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1. Introduction

This paper attempts to provide the discussion on alternative solutions for KI#2 and KI#6 in TR 24.811 for MINT.
2. Discussion
2.1 Discussion for KI#2
As per TR 24.811, following questions are expected to be studied for KI#2: Notification of applicability on Disaster Condition to PLMNs without Disaster Condition:

"-
How to deliver the information on the Disaster Condition to the PLMNs without Disaster Condition;

-
Who or which entity decides the Disaster Condition; and

-
How to provide information on the area where Disaster Condition applies."

As per replied in SA1 LS S1-204329 for CT1’s questions in LS C1-206649, one can see that when the Disaster Condition applies to the UE’s current serving PLMN (either HPLMN in non-roaming scenario or VPLMN in roaming scenario), it is mostly RAN unavailability but other network functions, including core network, are still operational.
"Answer 2&3: according to the initial stage-1 study and use cases, which refer mostly to RAN unavailability due to disaster situations, SA1 understanding is that the network functions of the PLMN subject to disaster can be assumed to be still operational."
Each PLMN has its own Telecom Network Management System (NMS), which is also the part of network functions of a PLMN. Hence, when the Disaster Condition applies, the NMS of the current serving PLMN is still operational.

Observation #1: When the Disaster Condition applies, only RAN of the current serving PLMN is not available but other network functions, including CN and NMS, are still operational.

The Disaster Condition caused RAN unavailability can be treated as a network fault. As per TS 32.101 for defining the legacy PLMN management functional architecture, the fault management is a basic management function provided by the PLMN NMS:
"Fault Management is accomplished by means of several processes/sub-processes like fault detection, fault localisation, fault reporting, fault correction, fault repair, etc. These processes/sub-processes are located over different management layers, however, most of them (like fault detection, fault correction, fault localisation and fault correction) are mainly located over the Network Element and Network Element Management layers, since this underlying network infrastructure has the 'self healing' capabilities.

It is possible, however, that some faults/problems affecting the telecom services are detected within the "Network and Systems Management" layer, by correlating the alarm/events (originated by different Network Elements) and correlating network data, through network data management."
Furthermore, as per TS 28.533 for the SBA based NMS defined for 5GS, the network fault supervision service is also a basic management service provided by the PLMN NMS for the management of the 3GPP network:
"The management of the 3GPP network is provided by management services. The service based architecture and interfaces support various management services of vastly different requirements on network configuration, network performance, and network fault supervision."
"The management services for a mobile network with or without network slicing may be produced by any entity. For example, it can be a Network Functions (NF), or network management functions. The entity may provide (produce) such management services as, for example, the performance management services, configuration management services and fault supervision services."
Observation #2: Disaster Condition caused RAN unavailability can be treated as a network fault and each PLMN’s Telecom Network Management System (NMS) has already provided fault management function or network fault supervision service.
The PLMN NMS can directly interface with different network elements within 3GPP network, including core network functions (e.g. AMF, SMF) and RAN nodes (e.g. gNB) via O&M operations. The required O&M operations may or may not be standardized, i.e. to use the proprietary implementation.
As per specified TS 32.101, there can be interface between two PLMN NMS, e.g. the type 5 interface as show in Figure 1 in TS 32.101. Even so far this type 5 interface is not standardized but at least the co-operation between two PLMN with related to network management function is feasible.

[image: image1.emf]Organization A

Enterprise Systems

NE NE NE NE

EM

NE

EM

5

5

6

DM

Organization B

DM DM

2 2 2

4a

4a

2

1

1 1 1

5a

EM EM EM

3 3

Itf-N

O

p

e

r

a

t

i

o

n

s

 

S

y

s

t

e

m

s

Itf

-

P2P

2

NM

NMLS

NM

4

7


Figure 1. Management reference model in TS 32.101
Observation #3: With interface between two PLMN NMS, the co-operation between two PLMNs with related to network management function is feasible.

Now come back to the KI#2, based on above discussion and observations, the answers to the related questions can be provided as following:
"-
How to deliver the information on the Disaster Condition to the PLMNs without Disaster Condition;"

[Answer] When the Disaster Condition applies to the UE’s current seving PLMN, the Disaster Condition can be detected by serving PLMN NMS automatically or artificially. The serving PLMN NMS collects and stores the disaster PLMN ID (i.e. the current serving PLMN ID) and disaster area information. Hereafter, the serving PLMN NMS sends the disaster PLMN ID and disaster area information to other PLMN NMS without Disaster Condition which can provide the disater roaming for the UE. The PLMN without Disaster Condition which can provide the disater roaming for the UE is called Disaster Roaming PLMN and used hereafter. The Disaster Roaming PLMN NMS stores the received disaster PLMN ID and disaster area information and sends them to its core network functions (e.g. AMF) and RAN nodes (e.g. gNBs) based on the disaster area information, i.e. the core network functions and RAN nodes have overlapped serving area with the disaster area information. Here both the UE’s current seving PLMN and other Disaster Roaming PLMNs need to share the same perception on the disaster area information (e.g. the geographical location). Considering different operators may program different TAs, hence, TA information is not suitable to be handled as disaster area information for MINT. The detailed content and format of disaster area information for MINT needs further study separately.
"-
Who or which entity decides the Disaster Condition;"
[Answer] It is serving PLMN NMS to decide the Disaster Condition based on O&M operations, e.g. the network fault supervision services.
"-
How to provide information on the area where Disaster Condition applies."

[Answer] The serving PLMN NMS collects the disaster area information where Disaster Condition applies. The PLMN NMS can know this disaster area information based on O&M operations, e.g. by counting the number of fault gNBs due to Disaster Condition and then collecting the TAs corresponding their coverage area.

Based on above answers, the end-to-end flow of O&M-based solution for KI#2 can be shown in Figure 2:
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Figure 2. End-to-end flow of O&M-based solution for KI#2.

Proposal #1: It proposes to provide the O&M-based solution as shown in Figure 2 for KI#2.

2.2 Discussion for KI#6
2.2.1 General
As per TR 24.811, following questions are expected to be studied for KI#6:

"-
When and how to deliver the information that Disaster Condition is no longer applicable to Disaster Inbound Roamers;

-
How to minimize interruption of the service receiving from Disaster Roaming PLMN (e.g. emergency service or high priority service) when the UE is notified that Disaster Condition is no longer applicable;
-
How to remove the stored information on Disaster Condition from the UE’s storage; and

-
How Disaster Inbound Roamer UEs perform network selection when notified that Disaster Condition is no longer applicable."

To resolve KI#6, two alternative solutions are discussed in this section: O&M based solution in section 2.2.2 and UE based solution in section 2.2.3.
2.2.2 O&M based solution
Based on the discussion in section 2.1 and the proposal #1 for KI#2, the similar O&M based solution can be provided to resolve the above 1st question as below:

"-
When and how to deliver the information that Disaster Condition is no longer applicable to Disaster Inbound Roamers;"
[Answer] When the Disaster Condition is no longer applicable to the serving PLMN, the serving PLMN NMS detects the fault recovery/correction via O&M operations, removes the stored disaster PLMN ID and disaster area information and then sends an indicaiton to other Disaster Roaming PLMN NMS to inform that the Disaster Condition is no longer applicable for it. The Disaster Roaming PLMN NMS removes the stored disaster PLMN ID and disaster area information and then sends an indicaiton to its AMFs which are providing the Disaster Roaming for the Disaster Inbound Roamers. The Disaster Roaming PLMN AMF removes the stored disaster PLMN ID and disaster area information if any, and informs the Disaster Inbound Roamers currently registered to it that the Disaster Condition is no longer applicable for its previous serving PLMN over NAS. Here both the UE’s current seving PLMN and other Disaster Roaming PLMNs need to share the same perception on the disaster area information (e.g. the geographical location). Considering different operators may program different TAs, hence, TA information is not suitable to be handled as disaster area information for MINT. The detailed content and format of disaster area information for MINT needs further study separately.
NOTE: The Disaster Roaming PLMN NMS can also send the indicaiton to its RAN nodes which are providing the Disaster Roaming for the Disaster Inbound Roamers and then the RAN node informs the Disaster Inbound Roamers that the Disaster Condition is no longer applicable for its previous serving PLMN over radio interface. However this is not considered as an alternative in this discussion paper.
Following the above answer to the 1st question, the answer to the 2nd question can be below:
"-
How to minimize interruption of the service receiving from Disaster Roaming PLMN (e.g. emergency service or high priority service) when the UE is notified that Disaster Condition is no longer applicable;"
[Answer] When the Disaster Roaming PLMN AMF was notified that the Disaster Condition is no longer applicable for Disaster Inbound Roamers, to minimize interruption of the service receiving from Disaster Roaming PLMN (e.g. emergency service or high priority service), the AMF handles as following:
(1) When the Disaster Inbound Roamer is current in the connected mode:
In this case, when the user-plane resources was established for the Disaster Inbound Roamer (i.e. the user data services are ongoing, including emergency service or high priority service), then after the completion of the ongoing user data services and before the release of the current N1 NAS signalling connection, the AMF initiates a network-initiated de-registration procedure by sending DEREGISTRATION REQUEST message with 5GMM cause #11 (PLMN not allowed) to the UE (i.e. Disaster Inbound Roamer). The AMF can based on the existing mechanism to know the completion of the ongoing user data services, e.g. based on the N2 UE Context Release Request from RAN. After completion of the network-initiated de-registration procedure, the AMF releases the current N1 NAS signalling connection to move the UE to the idle mode.
(2) When the Disaster Inbound Roamer is current in the idle mode:

In this case, there are two alternatives:
Alt#1: The AMF actively pages the UE to move to the connected mode and then initiate a network-initiated de-registration procedure by sending DEREGISTRATION REQUEST message with 5GMM cause #11 (PLMN not allowed) to the UE.
Alt#2: The AMF defers the handling to the next time when the UE moves to the connected mode. When next time received a REGISTRATION REQUEST message or SERVICE REQUEST message from the UE, the AMF rejects it with 5GMM cause #11 (PLMN not allowed).
One benefit of Alt #1 is the Disaster Roaming PLMN can quickly enforce the Disaster Inbound Roamer to go back to its previous serving PLMN as earlier as possible after Disaster Condition is no longer applicable. However the big drawback of Alt#1 is actively paging UE will consume a lot of radio resources considering there are many UEs (i.e. Disaster Inbound Roamer) registered in the Disaster Roaming PLMN. As there is no service required for the idle mode UE, then there is no hurry to move it go back to its previous serving PLMN. Hence, Alt#2 is better than Alt#1.
Following the above answer to the 2nd question, the answer to the 3rd question can be below:

"-
How to remove the stored information on Disaster Condition from the UE’s storage;"
[Answer] Upon receipt of registration reject or service reject or de-registration request with 5GMM cause #11 (PLMN not allowed), if the UE currently is registered for the Disaster Roaming, then the UE knows the Disaster Condition is no longer applicable to its previous serving PLMN and then removes the stored information on Disaster Condition from the UE’s storage.
Following the above answers to previous 3 questions, the answer to the 4th question can be below:

"-
How Disaster Inbound Roamer UEs perform network selection when notified that Disaster Condition is no longer applicable."
[Answer] Upon receipt of registration reject or service reject or de-registration request with 5GMM cause #11 (PLMN not allowed), if the UE currently is registered for the Disaster Roaming, then the UE knows the Disaster Condition is no longer applicable to its previous serving PLMN and then performs the PLMN selection as legacy with the difference that to treat the previous serving PLMN as higher priority.
Based on above answers, the end-to-end flow of O&M-based solution for KI#6 can be shown in Figure 3 for the UE in the connected mode and in Figure 4 for the UE in the idle mode:
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Figure 3. End-to-end flow of O&M-based solution for KI#6, connected mode.
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Figure 4. End-to-end flow of O&M-based solution for KI#6, idle mode.

Proposal #2: It proposes to provide the O&M-based solution as shown in Figure 3 and Figure 4 as an alternative solution for KI#6.

2.2.2 UE based solution
Disaster Roaming is still a roaming for the UE. In VPLMN, as per current TS 23.122:

"If the MS is in a VPLMN, the MS shall periodically attempt to obtain service on its HPLMN (if the EHPLMN list is not present or is empty) or one of its EHPLMNs (if the EHPLMN list is present) or a higher priority PLMN/access technology combinations listed in "user controlled PLMN selector" or "operator controlled PLMN selector" by scanning in accordance with the requirements that are applicable to i), ii) and iii) as defined in the Automatic Network Selection Mode in subclause 4.4.3.1.1. In the case that the mobile has a stored "Equivalent PLMNs" list the mobile shall only select a PLMN if it is of a higher priority than those of the same country as the current serving PLMN which are stored in the "Equivalent PLMNs" list. For this purpose, a value of timer T may be stored in the SIM."

In non-roaming scenario, when Disaster Condition applies to the HPLMN, the UE (i.e. Disaster Inbound Roamer) registered in the Disaster Roaming PLMN shall also periodically attempt to obtain service on its HPLMN regardless of its HPLMN has recovered from the Disaster Condition or not. During the periodic scan, if its HPLMN is available (which clearly means Disaster Condition is no longer applicable), the UE shall selects its HPLMN; otherwise, the UE still stays at the current selected Disaster Roaming PLMN, i.e. the HPLMN is still under Disaster Condition.

In roaming scenario, when Disaster Condition applies to the current serving VPLMN, the UE (i.e. Disaster Inbound Roamer) registered in the Disaster Roaming PLMN shall also periodically attempt to obtain service on a higher priority VPLMN regardless of its previous serving VPLMN has recovered from the Disaster Condition or not. In roaming scenario, once the UE has registered to a VPLMN, normally, it means this VPLMN is the highest priority PLMN in the current area for the UE. Hence, during the periodic scan, if its previous serving VPLMN is available (which clearly means Disaster Condition is no longer applicable), the UE shall selects its previous serving VPLMN; otherwise, the UE still stays at the current selected Disaster Roaming PLMN, i.e. the previous serving VPLMN is still under Disaster Condition.

With this UE based solution, there is no need for the network to inform the UE whether Disaster Condition is no longer applicable to its previous serving PLMN or not, i.e. nothing needs to do at both the PLMN with Disaster Condition applied and also the Disaster Roaming PLMN.

Such periodic scan is controlled by a timer T with the range 6 minutes to 8 hours and the default value 1 hour. If the default value applies, at worst it will defer the UE returning back to its previous serving PLMN for up to 1 hour after Disaster Condition is no longer applicable to its previous serving PLMN. Such deferring is acceptable as this is the worst case and also there is no stage 1 requirements to enforce the UE has to return back immediately once Disaster Condition is no longer applicable to its previous serving PLMN. If to use a short value for T (e.g. 30m) in such Disaster Roaming, then it will faster the return back but drain the UE battery sooner as well. Hence, it is still preferred to use the default value for T in such Disaster Roaming.
With above UE based solution, the answers to questions of KI#6 are as following:

"-
When and how to deliver the information that Disaster Condition is no longer applicable to Disaster Inbound Roamers;"
[Answer] No need to do so.

"-
How to minimize interruption of the service receiving from Disaster Roaming PLMN (e.g. emergency service or high priority service) when the UE is notified that Disaster Condition is no longer applicable;"
[Answer] No need to do so as the periodic scan in VPLMN can only be perfomed by the UE at the idle mode.

"-
How to remove the stored information on Disaster Condition from the UE’s storage;"
[Answer] During the periodic scan, if the UE finds its previous serving PLMN is available (which clearly means Disaster Condition is no longer applicable), then the UE removes the stored information on Disaster Condition from the UE’s storage.

"-
How Disaster Inbound Roamer UEs perform network selection when notified that Disaster Condition is no longer applicable."
[Answer] The UE performs network selection as legacy periodic scan in VPLMN.

Proposal #3: It proposes to provide the UE-based solution by periodic scan in VPLMN as an alternative solution for KI#6.

3 Conclusion
This paper has provided the discussion on alternative solutions for KI#2 and KI#6 in TR 24.811 for MINT.

For resolving KI#2, following observations were provided:
Observation #1: When the Disaster Condition applies, only RAN of the current serving PLMN is not available but other network functions, including CN and NMS, are still operational.

Observation #2: Disaster Condition caused RAN unavailability can be treated as a network fault and each PLMN’s Telecom Network Management System (NMS) has already provided fault management function or network fault supervision service.

Observation #3: With interface between two PLMN NMS, the co-operation between two PLMNs with related to network management function is feasible.

Based on above observations, it proposed:
Proposal #1: It proposes to provide the O&M-based solution as shown in Figure 2 for KI#2.

For resolving KI#6, based on the discussion, there are two alternative solutions were provided:
Proposal #2: It proposes to provide the O&M-based solution as shown in Figure 3 and Figure 4 as an alternative solution for KI#6.

Proposal #3: It proposes to provide the UE-based solution by periodic scan in VPLMN as an alternative solution for KI#6.

The proposal #1/#2/#3 were captured in p-CRs C1-210209, C1-210210 and C1-210211 respectively.

RAN node
UE

Disaster Roaming 
PLMN NMS
Serving PLMN NMS
AMF
Serving PLMN core network
Disaster Roaming PLMN core network
1. The serving PLMN NMS detects the Disaster Condition is no longer applicable and removes the stored disaster PLMN ID and disaster area information
2. The serving PLMN NMS sends an indicaiton to other Disaster Roaming PLMN NMS to inform that the Disaster Condition is no longer applicable for it
3. The Disaster Roaming PLMN NMS  removes the stored disaster PLMN ID and disaster area information and then sends an indicaiton to its AMFs
4. DEREGISTRATION REQUEST with 5GMM cause #11 (PLMN not allowed)
5. The UE removes the stored information on Disaster Condition from the UE's storage and performs the PLMN selection to go back to previous serving PLMN




RAN node
UE

RAN node
Disaster Roaming 
PLMN NMS
Serving PLMN NMS
AMF
Serving PLMN core network
Disaster Roaming PLMN core network
1. The serving PLMN NMS detects the Disaster Condition applied and collects and stores the disaster PLMN ID and disaster area information
2. The serving PLMN NMS sends the disaster PLMN ID and disaster area information to other Disaster Roaming PLMN NMS
3. The Disaster Roaming PLMN NMS stores and sends the disaster PLMN ID and disaster area information to its CN (e.g. AMF) and RAN node (e.g. gNB)




RAN node
UE

Disaster Roaming 
PLMN NMS
Serving PLMN NMS
AMF
Serving PLMN core network
Disaster Roaming PLMN core network
1. The serving PLMN NMS detects the Disaster Condition is no longer applicable and removes the stored disaster PLMN ID and disaster area information
2. The serving PLMN NMS sends an indicaiton to other Disaster Roaming PLMN NMS to inform that the Disaster Condition is no longer applicable for it
3. The Disaster Roaming PLMN NMS  removes the stored disaster PLMN ID and disaster area information and then sends an indicaiton to its AMFs
4b. REGISTRATION REJECT or SERVICE REJECT with 5GMM cause #11 (PLMN not allowed)
5. The UE removes the stored information on Disaster Condition from the UE's storage and performs the PLMN selection to go back to previous serving PLMN
4a. REGISTRATION REQUEST or SERVICE REQUEST



_1671453713.vsd

