3GPP TR 23.745 V0.8.0 (2020-05)
Technical Report

3rd Generation Partnership Project;

Technical Specification Group Services and System Aspects;

Study on application layer support for Factories of the Future in 5G network;

 (Release 17)
[image: image1.jpg]s




[image: image2.png]=

A GLOBAL INITIATIVE




The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Report is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.

Keywords

<keyword[, keyword]>

3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2020, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).

All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members

3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners

GSM® and the GSM logo are registered and owned by the GSM Association

Contents

5Foreword

Introduction
5
1
Scope
6
2
References
6
3
Definitions, symbols and abbreviations
7
3.1
Definitions
7
3.2
Symbols
7
3.3
Abbreviations
7
4
Analysis of existing standards
7
4.1
Analysis of TS 22.261
7
4.1.1
Description
7
4.1.2
Analysis
7
4.2
Analysis of TS 22.104
8
4.2.1
Description
8
4.2.2
Analysis
8
5
Key issues
9
5.1
Key issue 1 - Use of network slicing for FFAPP
9
5.2
Key issue 2 - Geographic location and positioning information support
10
5.3
Key issue 3 - Clock synchronization
10
5.4
Key issue 4 - TSN supporting
10
5.5
Key issue 5 - QoS monitoring
11
5.6
Key issue 6 - 5GLAN group management
11
5.7
Key Issue 7 - Device Onboarding
12
5.8
Key issue 8 - Communication of FF application requirements with 5GS
13
5.9
Key issue 9 - Communication service on the Edge deployments
13
5.10
Key issue 10 - Integration with Existing Operation Technologies
14
5.11
Key issue 11 - QoS coordination
14
5.12
Key Issue 12 - User authorization
14
5.13
Key Issue 13: Capability Exposure related to Private Slice Network Status
15
6
Architectural requirements
15
6.1
General requirements
15
6.1.1
Description
15
6.1.2
Requirements
15
6.2
<application layer support aspect x> requirements
15
6.2.1
Description
15
6.2.2
Requirements
15
7
Solutions
16
7.1
Solution #1: FF application layer functional model
16
7.1.1
Solution description
16
7.1.1.1
General
16
7.1.1.2
FF application layer functional model
16
7.1.1.3
Functional entities description
17
7.1.1.3.1
General
17
7.1.1.3.2
FF application specific client
17
7.1.1.3.3
FF application specific server
17
7.1.1.3.4
FAE client
18
7.1.1.3.5
FAE server
18
7.1.1.3.6
SEAL client
18
7.1.1.3.7
SEAL server
18
7.1.1.4
Reference points
18
7.1.1.4.1
General
18
7.1.1.4.2
FAE-1
18
7.1.1.4.3
FFA-1
18
7.1.1.4.4
FAE-E
19
7.1.1.4.5
FAE-S
19
7.1.1.4.6
FAE-C
19
7.1.1.4.7
SEAL-C
19
7.1.1.4.8
SEAL-S
19
7.1.1.5
External reference points
19
7.1.1.5.1
General
19
7.1.1.5.2
N5
19
7.1.1.5.3
N33
20
7.1.2
Solution evaluation
20
7.2
Solution #2: Establishing communication with FF application service requirements
20
7.2.1
Solution description
20
7.2.2
Solution evaluation
21
7.3
Solution #3: Support UE to UE direct communication in FF application layer
21
7.3.1
Solution description
21
7.3.2
Solution evaluation
21
7.4
Solution #4: Device Onboarding support in FF
21
7.4.1
Solution description
21
7.4.1.1
FF Device Onboarding related information element (IE)
23
7.4.2
Solution evaluation
23
7.5
Solution #5: Edge deployment within FFAPP
23
7.5.1
Solution description
23
7.5.2
Solution evaluation
23
7.6
Solution #6: Provisioning of FFAPP within Edge Data Network configuration
23
7.6.1
Solution description
23
7.6.2
Solution evaluation
24
7.7
Solution #7 Geographic location and positioning information support
24
7.7.1
General
24
7.7.2
Usage of SEAL location management Information flows
24
7.7.3
Usage of SEAL location management procedures
24
7.8
Solution #8: QoS monitoring
25
7.8.1
Solution description
25
7.8.1.1
QoS monitoring procedure
25
7.9
Solution #9: 5GLAN group management
26
7.9.1
Solution description
26
7.9.1.1
General
26
7.9.1.2
Information flows
26
7.9.1.3
Procedures
27
7.9.2
Solution evaluation
28
7.10
Solution #10: QoS monitoring for TSC services
28
7.10.1
Solution description
28
7.10.2
Subscribe/unsubscribe to/from QoS monitoring events for an established connection
28
7.10.3
Solution evaluation
30
7.11
Solution #11: Establishing communication connectivity between FF Enabler Clients with FF application service requirements
30
7.11.1
Solution description
30
7.11.2
Solution evaluation
32
8
Overall evaluation
32
9
Conclusions
32
Annex A: Change history
33
Annex B:
Analysis of relationship between oneM2M and FF architecture
34
Annex B.1
Overview
34
Annex B.2
Relationship between oneM2M and FFAPP
34






















































































Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

The present document is a technical report which identifies the application architecture aspects to support Factories of the Future in 5G network, and corresponding architectural solutions. The study includes identifying architecture requirements that are necessary to ensure efficient use and deployment of application layer support for Factories of the Future in 5G network.
The study takes into consideration the existing work including stage 1 requirements in 3GPP TS 22.261 [2] and 3GPP TS 22.104 [3], and provides recommendation for normative work.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 22.261: "Service requirements for the 5G system; Stage 1".

[3]
3GPP TS 22.104: "Service requirements for cyber-physical control applications in vertical domains; Stage 1".
[4]
IEEE 802.1Qbv-2015: "Standard for Local and Metropolitan Area Networks-Media Access Control (MAC) Bridges and Virtual Bridged Local Area Networks Amendment: Enhancements for Scheduled Traffic".
[5]
IEEE 802.1AS-2011: "IEEE Standard for Local and Metropolitan Area Networks - Timing and Synchronization for Time-Sensitive Applications in Bridged Local Area Networks".
[6]
IEEE 802.1Q-2018: "IEEE Standard for Local and Metropolitan Area Networks—Bridges and Bridged Networks".
[7]
3GPP TS 23.501: "System Architecture for the 5G System; Stage 2". 

[8]
3GPP TS 23.434: "Service Enabler Architecture Layer for Verticals (SEAL); Functional architecture and information flows;"
[9]
oneM2M TS-0001: "Functional Architecture".

[10]
3GPP TS 23.558: "Architecture for enabling Edge Applications (EA)".
[11]
3GPP TS 29.522: "5G System; Network Exposure Function Northbound APIs; Stage 3".

[12]
3GPP TS 23.502: "Procedures for the 5G System (5GS); Stage 2".

[13]
3GPP TR 23.700-20: "Study on enhanced support of Industrial Internet of Things (IIoT) in the 5G System (5GS)".

[14]
3GPP TS 29.549: "Service Enabler Architecture Layer (SEAL); Application Programming Interface (API) specification; Stage 3".

[15]
3GPP TS 23.503 : "Policy and charging control framework for the 5G System (5GS); Stage 2".

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

FAE
FF Application Enabler
FF
Factories of the Future
SEAL
Service Enabler Architecture Layer for Verticals

VAL
Vertical Application Layer
4
Analysis of existing standards
4.1
Analysis of TS 22.261
4.1.1
Description

3GPP TS 22.261 [2] describes the service and operational requirements for a 5G system which include detail 5G communication for automation requirements in factories of the future domain.

The following 5G system capabilities impact on application layer support for Factories of the Future are addressed:

-
Network slicing;

-
Network capability exposure;

-
Non-public networks
-
5G LAN-type service.
4.1.2
Analysis

Table 4.1.2-1 lists the potential requirements which may be applicable for application layer support for Factories of the Future in 5G network. 

Table 4.1.2-1: Service requirements applicable for application layer 
	5G system capabilities
	Reference
	Factories of the future related service requirement description 

	Network capability exposure
	Subclause 6.10.2 of 3GPP TS 22.261 [2]
	API requirements for geographic location, monitor network resource, communication services, monitor UE status, private slice network status, manage non-public network & private slice(s), private slice infrastructure, automatic configuration services to non-public networks

	Non-public networks
	Subclause 6.25.2 of 3GPP TS 22.261 [2]
	Non-public network services requirements for service continuity, network selection

	5G LAN-type service
	Subclause 6.26.2 of 3GPP TS 22.261 [2]
	5G LAN-type service requirements for service continuity, 5G LAN-VN management, industrial setting, service exposure

	Positioning services
	Subclause 6.27.2 of 3GPP TS 22.261 [2]
	Positioning service requirements for position-related data available, traceability to application, UE provide position-related data, dynamically update rate of the position-related data, negotiate positioning methods


4.2
Analysis of TS 22.104
4.2.1
Description

Two aspects were addressed in 3GPP TS 22.104 [3] include:

-
End-to-end service performance requirements and network performance requirements related to these end-to-end service performance requirements; 

-
Support for LAN-type services specific to industrial/high performance use cases. Related Ethernet functionalities include, for example, those in IEEE 802.1Qbv [4].
The following 5G system capabilities may have an impact on application layer support for Factories of the Future in 3GPP TS 22.104 [3] are captured:

-
Clock synchronisation requirements;
-
High accuracy positioning requirements;
-
TSN enhancements.
4.2.2
Analysis

Table 4.2.2-1 lists the requirements which may be applicable to the application layer support for Factories of the Future in 5G network. 

Table 4.2.2-1: Service requirements of factories of the future domain

	5G system capabilities
	Reference
	Factories of the Future related service requirement

	Clock synchronisation
	Subclause 5.6.1 of 3GPP TS 22.104 [3]
	The 5G system shall support to synchronize a UE's time clock to a global clock or a working clock and support a mechanism to process and transmit related time synchronization protocols for 3rd party applications which use those protocols.

	
	Subclause 6.2 of 3GPP TS 22.104 [3]
	For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support clock synchronisation defined by IEEE 802.1AS [5] across 5G-based Ethernet links with PDU-session type Ethernet and other Ethernet transports such as wired and optical (Ethernet Passive Optical Network)

	High accuracy positioning
	Subclause 5.7 of 3GPP TS 22.104 [3]
	Corresponding high positioning requirements for horizontal accuracy, availability, heading, latency and UE speed for typical scenarios

	TSN enhancements
	Subclause 6.2 of 3GPP TS 22.104 [3]
	3GPP system shall support enhancements for time-sensitive networking as defined by IEEE 802.1Q [6] for 5G-based Ethernet links with PDU sessions type Ethernet


5
Key issues
5.1
Key issue 1 - Use of network slicing for FFAPP
3GPP TS 22.104 [3] introduces potential use cases for 5G communication for automation in factories of the future domain which can be distinguished in different application areas.

The individual use cases are arranged according to their major performance requirements and can be classified according to the basic 5G service types eMBB, mMTC and URLLC.
3GPP TS 23.501[7] define S-NSSAI to identify a Network Slice, an S-NSSAI is comprised of a Slice/Service type (SST) and a Slice Differentiator (SD). The SSTs which are standardised as eMBB, URLLC and MIoT. The Factory of the Future use cases are classified with 5G Slice/Service type (SST) shown in Table 5.1-1.
Table 5.1-1: Factory of the Future use cases classified with 5G Slice/Service type (SST)
	Use case
	Application area
	Reference
	Slice/Service type(SST)

	Motion control
	Factory automation
	Subclause A2.2.1 of 3GPP TS 22.104 [3]


	URLLC

	Control-to-control communication 
	Factory automation/

Logistics and warehousing
	Subclause A2.2.2 of 3GPP TS 22.104 [3]


	URLLC

	Mobile robots
	Factory automation/

Process automation/

Logistics and warehousing
	Subclause A2.2.3 of 3GPP TS 22.104 [3]


	URLLC

	Closed-loop process control
	Process automation
	Subclause A2.3.1 of 3GPP TS 22.104 [3]


	URLLC

	Process monitoring
	Process automation
	Subclause A2.3.2 of 3GPP TS 22.104 [3]


	URLLC

	Plant asset management
	Process automation/

Logistics and warehousing
	Subclause A2.3.3 of 3GPP TS 22.104 [3]


	eMBB

	Mobile control panels with safety 
	HMIs and production IT
	Subclause A2.4.1 of 3GPP TS 22.104 [3]


	URLLC

	Augmented reality 
	HMIs and production IT
	Subclause A2.4.2 of 3GPP TS 22.104 [3]


	eMBB

	Remote access and maintenance
	Monitoring and maintenance
	Subclause A2.5.1 of 3GPP TS 22.104 [3]


	eMBB


3GPP TS 22.261 [2] describes the service and operational requirements for a 5G system which include detail 5G communication for automation requirements in factories of the future domain. Network slicing is one of the 5G system capabilities may impact on application layer support for Factories of the Future.

Open issues：
Are the slicing support functions specified by SA5 and SA2 sufficient for FFAPP requirements?
5.2
Key issue 2 - Geographic location and positioning information support
In 3GPP TS 22.104 [3], some Factories of the Future related typical scenarios and corresponding high accuracy positioning requirements (horizontal accuracy, availability, heading, latency and UE speed) were described. Scenario such as augmented reality in smart factories, inbound logistics for manufacturing require ms level latency for position estimation of UE.
In 3GPP TS 22.261 [2], positioning service requirements were defined for 5G system to support those postioning related vertical domian applications (including Factories of the Future). So far, there are several positioning methods supported by 5G system with different quality level.
A suitable API was also designed in 5G system to be exposed to an authorised 3rd party to provide the information regarding the availability status of a geographic location that is associated with that 3rd party.
Open issues:

1)
Study is needed to evaluate existing 5G positioning solutions to meet the positioning requirements of Factories of the Future applications.
2)
How to support positioning method with ms-level latency requires further study?
3)  What positioning methods are needed to supply absolute and relative positioning for different 5G positioning services requires further study.
4)
Whether and how SEAL's Location Management service can be utilized for FFAPP's location acquisition and location reporting scenarios and also if any enhancement is required for SEAL's Location Management service to support the same.
5.3
Key issue 3 - Clock synchronization
In 3GPP TS 22.104 [3], it is required that 5G system shall support a mechanism to process and transmit related protocols and support to synchronize a UE's time clock to a global clock or a working clock. Furthermore, 5G system shall support clock synchronisation defined by IEEE 802.1AS across 5G-based Ethernet links with PDU-session type Ethernet or other Ethernet transports such as wired and optical (Ethernet Passive Optical Network). So far, several options were proposed in 5G system for clock synchronization.
Open issue:
Further study is required to determine whether and how to manage and utilize 5G clock synchronization mechanism according to subclause 5.6.1 and 6.2 of 3GPP TS 22.104 [3].
5.4
Key issue 4 - TSN supporting
Time-Sensitive Networking (TSN) is an important functionality of industrial communication networks. Such industrial communication networks are usually IEEE 802.1-based networks with Ethernet links (non-3GPP network). 
5G networks provide advantages for cyber-physical control applications with respect to flexibility and mobility due to their radio access network with low latency, high availability, high reliability, and time synchronization capabilities over wireless links. On the other hand, IEEE-802.1-based TSN networks provide advantages with wired connectivity for cyber-physical control applications, especially for demanding real-time control applications and periodic-deterministic communication, also with very high availability requirements.
Due to the different pros and cons, many industrial communication networks will deploy both, non-public 5G networks and IEEE 802.1-based TSN networks. An integration of 5G networks and IEEE 802.1-based TSN networks is necessary. The proper integration of 5G networks and TSN networks can also require the acquisition of service requirements that may not be yet in the scope of the current 5G QoS framework. One such parameter is the survival time as specified in 3GPP TS 22.104 [3] which reflects an application's resilience to consecutive transmission failures of the application data. The survival time which is seen as an application QoS attribute (i.e. service performance requirement, as specified in TS 22.104), should be taken into account when the TSN system provides/adapts the service requirements to the 5GC or the UE, since this may have impact on the network QoS configuration.
3GPP TS 23.501 [7] describes 5G System features that support Time Sensitive Communications (TSC) and allow the 5G System to be integrated transparently as a bridge in an IEEE TSN network. Periodic deterministic QoS feature allows the 5GS to support periodic deterministic communication where the traffic characteristics are known a-priori, and a schedule for transmission from the UE to a downstream node, or from the UPF to an upstream node is provided via external protocols outside the scope of 3GPP (e.g. IEEE TSN). 

The features include the following:

-
Providing TSC Assistance Information (TSCAI) that describe TSC flow traffic patterns at the 5GS egress interfaces

-
Support for hold & forward buffering mechanism in the TSN Translator on the UE side and UPF side to de-jitter flows that have traversed the 5G System.
For support of integration with TSN, in order to schedule TSN traffic over 5GS Bridge, the configuration information of 5GS Bridge is mapped to 5GS QoS within the corresponding PDU Session.

TSN QoS monitoring functionality is described as follows:
1) In control plane, TSN QoS monitoring may interact with TSN AF, NEF and PCF.

2) In data plane, FAE client in the UE may get information from DS-TT directly.
Open issues：
How to monitor QoS parameters for 5GS Bridge configuration supported by 5GC, from the application layer of Factories of the Future to assure E2E QoS needs further study? 

How to enable the translation of TSN application QoS requirements (e.g. survival time) to network QoS parameters, and what would be the impact on 5GS for QoS enforcement?
5.5
Key issue 5 - QoS monitoring
3GPP TS 22.261 [2] describes the QoS monitoring requirements specified for particular services such as URLLC services, vertical automation communication services which should be supported by 5G system. The following requirements:

The 5G network shall provide an interface to application for QoS monitoring (e.g. to initiate QoS monitoring, request QoS parameters, events, logging information, etc.).

The 5G system shall be able to provide real time QoS parameters and events information to an authorised application.
Open issues：
Whether and how to support the QoS monitoring from the application layer of Factories of the Future based on the 5GC QoS monitoring capabilities?

Editor's Note: The relationship with existing key issue/solution in V2XAPP is FFS.

5.6
Key issue 6 - 5GLAN group management
3GPP TS 22.261 [2] describes 5G LAN-type service and 5GLAN traffic types, service exposure requirements as follow:

The 5G system shall support 5G LAN-type service in a shared RAN configuration. 

The 5G system shall support 5G LAN-type service over a wide area mobile network.
The 5G network shall support service continuity for 5G LAN-type service, i.e., the private communication between UEs shall not be interrupted when one or more UEs of the private communication move within the same network that provides the 5G LAN-type service.
The 5G system shall support use of unlicensed as well as licensed spectrum for 5G LAN-type services.
The 5G system shall enable the network operator to provide the same 5G LAN-type service to any 5G UE, regardless of whether it is connected via public base stations, indoor small base stations connected via fixed access, or via relay UEs connected to either of these two types of base stations.
The 5G system shall support traffic scenarios typically found in an industrial setting (from sensors to remote control, large amount of UEs per group) for 5G LAN-type service.
The 5G network shall provide suitable APIs to allow a trusted 3rd party to add/remove an authorized UE to/from a specific 5G LAN-VN managed by the trusted 3rd party.
3GPP TS 23.501 [7] describes features to support 5G LAN Group Management. 5G System supports management of 5G VN Group identification and membership (i.e. definition of 5G VN group identifiers and membership) and 5G VN Group data (i.e. definition of 5G VN group data). In order to support dynamic management of 5G VN Group identification and membership, the NEF exposes a set of services to manage (e.g. add/delete/modify) 5G VN group and 5G VN member. The NEF also exposes services to dynamically manage 5G VN group data.
3GPP TS 22.104 [3] describes Ethernet applications:

"This section lists the requirements applicable to the 5G system for supporting cyber-physical applications using Ethernet.
For requirements pertaining to common, fundamental Ethernet transport requirements, and any requirements necessary to support the 5G LAN-type service, see Clause 6.24 in TS 22.261 [2]."
The following Ethernet applications requirements:
For infrastructure dedicated to high performance Ethernet applications, the 3GPP system shall support enhancements for time-sensitive networking as defined by IEEE 802.1Q, e.g. time-aware scheduling with absolute cyclic time boundaries defined by IEEE 802.1Qbv, for 5G-based Ethernet links with PDU sessions type Ethernet.
The Ethernet transport service shall support routing based on information extracted from the Ethernet header information created based on 802.1Qbv.

Open issues for the application layer support of Factories of the Future：
How to integrate 5G LAN type service with TSN for group management?

5.7
Key Issue 7 - Device Onboarding

Device onboarding is the process by which new devices are connected to the network for the first time and by which they gain at least the baseline connectivity and networking services so that they and the applications they run can boostrap themselves with further network or application layer procedures.

When done on scale, for instance in a factory environment with a huge number of different types of devices present, device onboarding needs to be as automatic as possible. On the other hand, it needs to be secure, authorized and follow the policies of both the network provider and the organization deploying the devices.

The overall process of onboarding devices can include the use of tools such as device management, credentials and subscription management, and network connectivity management. For many of these solutions and technologies exist. 

Open issues:

a.
Investigate mechanisms that can improve the overall process of device onboarding for factories of the future in the scope of SA6 work. 

b.
Investigate the usage of existing device onboarding technologies, e.g. oneM2M, GSMA, etc.
c.
Investigate whether and how SEAL's Identity management service and Configuration management service can be utilized for device onboarding and authorization. Also investigate if any enhancements (e.g. considering the issue described in bullet a) are required in SEAL's Identity management service and Configuration management service to address this scenario.
NOTE: If an existing solution is identified to meet the requirements for this KI, the usage of that technology will be considered for inclusion in the TR

5.8
Key issue 8 - Communication of FF application requirements with 5GS
3GPP TS 22.104 [3] describes a communication service interface (CSIF) for supporting distributed automation applications. The CSIF is applicable for several factory automation applications including:

-
Device to Device;

-
Device to Controller and Controller to Device;

-
Controller to Controller;

-
Line Controller to Controller;

-
Device to Cloud;

The 5G system has considered to support all these CSIF patterns and provides the transport (IP connectivity) to the FFAPP CSIF patterns. The CSIF patterns may utilize TSN. 

The service requirements for different CSIF patterns vary in many aspects, e.g., packet size, packet transmission interval, reliability, packet loss rate, etc. And those requirements have to be mapped to 5G system QoS to guarantee the critical and deterministic communication.

Currently 5GS supports the QoS translation only for TSN networks as specified in TS 23.501 [7] (via CNC and TSN AF). FF applications can also be deployed in non-TSN for which the QoS translation is not supported.
Hence, it is required to study the application layer capability to analyze and communicate the service requirements for different FF applications' CSIF patterns to the 5G system.
5.9
Key issue 9 - Communication service on the Edge deployments
According to the TS 22.104 [3] section 5.1, a local approach for the communication service on the network side is preferred to reduce the latency (between UE to UE via Uu and UE to network server) or to keep sensitive data in a non-public network on the factory site. 

Open issues：
-
How to support FFAPP communications over Edge deployments on network side?

-
How to support/enable privacy for FFAPP sensitive data over Edge deployments?
5.10
Key issue 10 - Integration with Existing Operation Technologies
In factory floor applications, existing Operation Technologies are already deployed (e.g. OPC-UA). The 3GPP specified application layer services defined by SA6 will need to integrate with those existing technologies in order to be utilized in those deployments.

3GPP TS 22.104 [3] describes a communication service interface (CSIF) for supporting distributed automation applications. The CSIF is applicable for several factory automation applications including:

-
Device to Device;

-
Device to Controller and Controller to Device;

-
Controller to Controller;

-
Line Controller to Controller;

-
Device to Cloud;

The 5G system has considered support for all of these CSIF patterns and provides the transport (IP connectivity) to these CSIF patterns. The CSIF patterns may utilize TSN for transport capabilities or integrate with existing OT systems at a higher layer. The existing Operation Technologies include the capability to meet these CSIF patterns.
It is required to study:

-
The identification of relevant Operation Technologies;

-
The ability to integrate to those identified Operation Technologies;

-
The specifiction of the interaction of SA6-defined application layer capability with the identified Operation Technologies;
5.11
Key issue 11 - QoS coordination
The 5G system provides transport capabilities for different communication patterns between devices involved in FFAPP applications. Each FFAPP application may require different QoS considerations from the underlying 5G system.

The service requirements of FFAPP applications between different devices vary in many aspects, e.g., packet size, packet transmission interval, reliability, packet loss rate, etc. Those requirements are determined by the sending party or the receiveing party. 

In current 5G QoS control model, the QoS parameters is preconfigured at PCF or negotiated between AF and PCF. While, for the device-to-device type of FFAPP application not based on TSN, there are no means to coordinate these service requirements to enable QoS on the communications between the devices. 
Hence, it is required to study the QoS coordination method to support QoS based communications for one or more FFAPP applications between the devices when not using TSN.

5.12
Key Issue 12 - User authorization

User's consent is an important aspect while dealing with sensitive information about the user or the devices of the user. With the capabilities of the FF Application Servers to request invocation of 3GPP network capability exposure APIs, such as location APIs, to obtain information about the user and the devices of the user, it is of utmost importance to capture the consent of the user.

Open issue:

-
Whether and how to obtain user's consent to allow an FF Application specific server's service or information request?

Editor's Note: The solution for user consent is in the scope of SA3.
5.13
Key Issue 13: Capability Exposure related to Private Slice Network Status
The requirement of capability exposure is specified in subclause 6.10.2 of 3GPP TS 22.261 [2] and analysed in Table 4.1.2-1 in which private slice network status is required.
Issues include:

-
Whether and how additional service APIs related to private slice network status are required to be supported at the factories of the future application enabler layer.

-
Whether and how CAPIF can be leveraged for additional service APIs.
6
Architectural requirements
6.1
General requirements
6.1.1
Description

This subclause specifies the general requirements for FF application layer functional architecture.

6.1.2
Requirements

[AR-6.1.2-a] The FAE architecture shall support one or more FF applications.

[AR-6.1.2-b] The FAE capabilities shall be offered via APIs to the FF applications.
[AR-6.1.2-c] The FAE capabilities shall support obtaining information of the available FF services (e.g. identified by FF service ID) from the FF application to FF UEs.

[AR-6.1.2-d] The FAE client shall be able to communicate to multiple FAE servers.
6.2
<application layer support aspect x> requirements
Editor's Note:
Provide a suitable title for the requirements.

6.2.1
Description

Editor's Note:
This subclause will describe the application layer support aspect.

6.2.2
Requirements

Editor's Note:
This subclause will describe the architectural requirements.

7
Solutions

7.1
Solution #1: FF application layer functional model 
7.1.1
Solution description

7.1.1.1
General

This solution provides the architecture and functional model required for addressing the application layer support aspects.

7.1.1.2
FF application layer functional model

Figure 7.1.1.2-1 illustrates the FF application layer functional model.
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Figure 7.1.1.2-1: FF application layer functional model

The FF application layer functional entities for the FF UE and the FF application server are grouped into the FF application specific layer and the FF Application Enabler (FAE) layer. The FAE layer offers the FAE capabilities to the FF application specific layer. The FF application specific layer consists of the FF application specific functionalities.

The FF application server (AS) consists of the FAE server and the FF application specific server(s). The FAE server provides the FF application layer support functions to the FF application specific server(s) via FAE-S reference point.
The FF UE consists of the FAE client and the FF application specific client(s). The FAE client provides the FF application layer support functions to the FF application specific client(s) via FAE-C reference point.

NOTE 1:
The definition of FAE-C reference point is out of scope of the present document.

In the FAE layer, the FAE client communicates with the FAE server over FAE-1 reference point. In the FF application specific layer, the FF application specific client(s) communicates with FF application specific server(s) over FFA-1 reference point.

NOTE 2:
The definition of FFA-1 reference point is out of scope of the present document.
The FAE server interacts with another FAE server over FAE-E reference point.

The FAE server interacts with the 3GPP network system (5GS) over N5/ N33 reference points which defined in 3GPP TS 23.501 [7].
The following SEAL services for FF applications are supported:

-
Location management as specified in 3GPP TS 23.434 [8];

-
Group management as specified in 3GPP TS 23.434 [8];

-
Configuration management as specified in 3GPP TS 23.434 [8];

-
Identity management as specified in 3GPP TS 23.434 [8];

-
Key management as specified in 3GPP TS 23.434 [8]; and

-
Network resource management as specified in 3GPP TS 23.434 [8].

SEAL can further be enhanced to use a new QoS monitoring capability in order to provide network resource monitoring functionality either as an enhancement of the Network Resource Management service or as a new Network Resource Monitoring service via N33. SEAL-S reference point will thus support QoS monitoring for URLLC services, e.g. TSC services.

The FAE client interacts with SEAL clients over the SEAL-C reference point specified for each SEAL service. The FAE server interacts with SEAL servers over the SEAL-S reference point specified for each SEAL service. The interaction between a SEAL client and the corresponding SEAL server is supported by SEAL-UU reference point specified for each SEAL service.

NOTE 3:
The SEAL-C, SEAL-S, SEAL-UU reference points for each SEAL service is specified in 3GPP TS 23.434 [8].
7.1.1.3
Functional entities description

7.1.1.3.1
General

Each subclause is a description of a functional entity corresponding to FF application layer and does not imply a physical entity.

7.1.1.3.2
FF application specific client

The FF application specific client provides the client side functionalities corresponding to the FF applications (e.g. motion control, control-to-control communication, mobile robots, process automation – process monitoring, mobile control panels, remote access and maintenance). The FF application specific client(s) utilizes the FAE client for the FF application layer support functions.

NOTE 4:
The details of the FF application specific client is out of scope of the present document.

7.1.1.3.3
FF application specific server

The FF application specific server provides the server side functionalities corresponding to the FF application(s) (e.g. motion control, control-to-control communication, mobile robots, process automation – process monitoring, mobile control panels, remote access and maintenance). The FF application specific server(s) utilizes the FAE server for the FF application layer support functions.

NOTE 5:
The details of the FF application specific server is out of scope of the present document.

7.1.1.3.4
FAE client

The FAE client provides the UE side FF application layer support functions and supports interactions with the FF application specific client(s).

7.1.1.3.5
FAE server

The FAE server provides the server side FF application layer support functions and supports interactions with FF applications specific server(s). 

The FAE server also support interactions with other FAE server(s).

7.1.1.3.6
SEAL client

The following SEAL client defined in 3GPP TS 23.434 [8] can be utilized by FF applications:

-
Location management client;

-
Group management client;

-
Configuration management client;
-
Identity management client;
-
Key management client;
-
Network resource management client.
7.1.1.3.7
SEAL server
The following SEAL server defined in 3GPP TS 23.434 [8] can be utilized by FF applications:

-
Location management server;

-
Group management server;

-
Configuration management server;
-
Identity management server;
-
Key management server and;

-
Network resource management server.

7.1.1.4
Reference points

7.1.1.4.1
General

The reference points for the FF application layer are described in the following subclauses.

7.1.1.4.2
FAE-1

The interactions related to FF application layer support functions between FAE client and FAE server are supported by FAE-1 reference point. 

7.1.1.4.3
FFA-1
The interactions related to FF application layer support functions between FF application specific client and FF application specific server are supported by FFA-1 reference point. The details of FFA-1 reference point is out of scope of the present document.
7.1.1.4.4
FAE-E
The interactions related to FF application supports functions between the FAE servers are supported by FAE-E reference point.
7.1.1.4.5
FAE-S

The interactions related to FF application layer support functions between FF application specific server and FAE server are supported by FAE-S reference point. 

7.1.1.4.6
FAE-C

The interactions related to FF application layer support functions between FF application specific client and FAE client are supported by FAE-C. The details of FAE-C reference point is out of scope of the present document. 

7.1.1.4.7
SEAL-C
The following SEAL-C reference points for V2X applications can be re-used by FF application(s):

-
LM-C reference point for location management as specified in 3GPP TS 23.434 [8];

-
GM-C reference point for group management as specified in 3GPP TS 23.434 [8];

-
CM-C reference point for configuration management as specified in 3GPP TS 23.434 [8];

-
IM-C reference point for identity management as specified in 3GPP TS 23.434 [8];

-
KM-C reference point for key management as specified in 3GPP TS 23.434 [8]; 

-
NRM-C reference point for network resource management as specified in 3GPP TS 23.434 [8].
7.1.1.4.8
SEAL-S
The following SEAL-S reference points for V2X applications can be re-used by FF application(s):

-
LM-S reference point for location management as specified in 3GPP TS 23.434 [8];

-
GM-S reference point for group management as specified in 3GPP TS 23.434 [8];

-
CM-S reference point for configuration management as specified in 3GPP TS 23.434 [8];

-
IM-S reference point for identity management as specified in 3GPP TS 23.434 [8];

-
KM-S reference point for key management as specified in 3GPP TS 23.434 [8]; 

-
NRM-S reference point for network resource management as specified in 3GPP TS 23.434 [8].
7.1.1.5
External reference points 

7.1.1.5.1
General

The reference points between the FF application layer and the 3GPP network system (5GS) are described in the following subclauses.

7.1.1.5.2
N5
The reference point N5 supports the interactions between the FF AS and the PCF is specified in 3GPP TS 23.501 [7]. The functions for N5 reference point are supported by FAE server.
7.1.1.5.3
N33
The reference point N33 supports the interactions between the NEF and FF AS is specified in 3GPP TS 23.501 [7]. The functions of N33 interface are supported by FAE server.

7.1.2
Solution evaluation

Editor's Note:
This subclause will evaluate the solution.

7.2
Solution #2: Establishing communication with FF application service requirements
7.2.1
Solution description

This solution corresponds to the key issue #8 on communication of FF application requirements with 5GS and key issue#11 on QoS coordination. 
In this solution, an FF application enabler client and FF application enabler server (acting as an AS) are involved in the exchange and analyses of the desired service requirements (e.g. packet size, packet transmission interval, reliability, packet loss rate) for the communication amongst the FF application UEs when not using TSN.

The procedure for establishing communication with FF application service requirements is as illustrated in figure 7.2.1‑1.

Pre-condition:
-
The FAE client 1 and FAE client 2 are configured with the information of the FAE server.
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Figure 7.2.1-2: Establishing communication with FF application service requirements

1.
The FAE client 1 sends the FFAPP connectivity request (source identity and IP address, destination identities, service requirements) to the FAE Server. The service requirement from the source includes packet size, packet size, packet transmission interval, packet processing latency, allowed packet loss rate/packet loss amount/packet error rate, etc. The destination may be multiple UEs (devices). The identity of source and destination may be the application user identity or the MAC address.

2.
The FAE client 2 sends the FFAPP connectivity request (destination identity and IP address, source identity, service requirements) to the FAE server. The service requirements from the destination includes the transport latency of the packet, processing latency at the destination.

3.
Based on the service requirements received in step 1 and step 2, the FAE server determines the transport requirements, i.e., QoS requirements for the 3GPP system (e.g. 5GS).

4.
The FAE server triggers 3GPP system to establish connectivity between the FAE client 1 and FAE client 2 with required QoS as specified in 3GPP TS 23.501 [7].

5.
The FAE server sends the FFAPP connectivity response (connectivity/session information) to FAE client 1 indicating successful establishment of the connectivity. The connectivity/session information may contain the accepted destination identities.

6.
The FAE server sends the FFAPP connectivity response (connectivity/session information) to FAE client 2 indicating successful establishment of the connectivity.

7.2.2
Solution evaluation

Editor's Note:
This subclause will evaluate the solution.

7.3
Solution #3: Support UE to UE direct communication in FF application layer 

7.3.1
Solution description
Figure 7.3.1-1 illustrates the FF function model to support UE to UE communication in application layer without FF server.
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Figure 7.3.1-1: Functional model to support UE to UE direct communication in FF application layer
In order to support FF UE x direct communication to FF UE y in application layer without involvment of FF server, FF application specific client x (which resides on FF UE x) will direct interact with FF application specific client y (which resides in FF UE y) via FFA-2 reference point and the FAE client x (which resides on FF UE x) will direct interact with FAE y (which resides in FF UE y) via FFA-2 reference point of FF server. 
Note 1:
FFA-2 and FAE-2 reference point defined here is non-PC5 interface over 5GS.
Note 2：
The defintion of FFA-2 reference point is out of scope of the present document.
7.3.2
Solution evaluation
7.4
Solution #4: Device Onboarding support in FF 
7.4.1
Solution description

The FF Device Onboarding automatic process related functional procedures include:

-
FF Application registration
-
The FAE client registers to the FAE server via FAE-1 reference point.

-
The FF application specific client registers to the FAE client via FAE-C reference point.

-
The FF application specific server registers to the FAE server via FAE-S reference point.

-
FF Initial information element (IE) creation
-
The FF application specific client creates a group IE on the FAE client via FAE-C reference point for updating and retrieving group of the FF application specific client(s) state.
-
The FF device application management IEs (nodes and management objects) are created in the FAE client to store the registered FF application specifc client(s) states. 
-
The FF application specific client creates an access control policy IE (on FAE clients) granting all the entities playing roles including the FF application specific client and the FF application specific server access to the created FF device application management related IEs(via FAE-C or FAE-1 interface).
-
Discovery of group information element (IE)
-
The FF application specific client periodically discovers FF device application management related IEs stored in the FAE client via FAE-C interface.
-
The FAE client responds with the discovered FF device application management related IEs via FAE-C interface.

-
The FF application specific client updates the list of group members within the previously created group IE with the discovered FF device management related IEs.
-
FF Application discovery and retrieval of device appliccation information
-
The FF application specific server periodically discovers FF device application management related IEs stored in the FAE client. It also discovers the group IEs located in the FAE client. 

-
The FAE client responds to the FF application specific server with the discovered FF device application management related IEs or group IEs. 
-
Subscription and notification
-
The subscription IEs are created under the FF device application management related IEs in the FAE client so that subscribers, i.e. the FF application specific server can be notified.
-
When the state of the FF device application management related IE is changed, a notification is sent to the subscriber（ie. FF application specific server）.
-
FF Remote single device application management
-
The FF application specific server operates the management object, it creates a new device application management operation IE representing operation to the targeted specific client IE which specialization of the management object of the FF application specific client. 
-
The FAE client executes the device application management operation to the target specific client.
-
The FAE client sends device application management operation result to the FF application specific server. 

-
FF Remote multiply device application management
-
The FF application specific server operates multiply management objects, it creates a new device application management operation IE on which the target is the group of management objects of the FF application specific clients. 
-
The FAE client executes each device application management operation to the multiply targets (FF application specific client).
-
The FAE client sends each device application management operation result to the FF application specific server.
Editor's Note:
The detail FF device on boarding procedures and whether FFAPP can interwork with oneM2M needs further study.

7.4.1.1
FF Device Onboarding related information element (IE)

Editor's Note:
The IE and attributes related with FF device onboarding need further study.

7.4.2
Solution evaluation

Editor's Note:
This subclause will evaluate the solution.

7.5
Solution #5: Edge deployment within FFAPP
7.5.1
Solution description

This solution corresponds to the key issue #9 - communication service on the Edge deployments.  
At UE side, FAE client interacts with the Edge Enabler client via EDGE-5 reference point which described in 3GPP TS 23.558 [10].

In Edge Data network, FAE server interacts with the Edge Enabler Server via EDGE-3 reference point which described in 3GPP TS 23.558 [10]. 
7.5.2
Solution evaluation
7.6
Solution #6: Provisioning of FFAPP within Edge Data Network configuration
7.6.1
Solution description

This solution corresponds to the key issue #9 - communication service on the Edge deployments. 
The procedure of FFAPP provisioning with Edge Data Network deployment is described as below:
-
Pre-condition: 
The FAE client registered to Edge Enabler client. The FAE Server configured with the FF Application Specific Server. The FAE client configured with the FF Application Specific Client; The FAE client registered on the FAE Server with default configuration is optional;

1.  The FAE client sends the FFAPP Application Client Profile request to the Edge enabler client via EDGE-5 reference point with related information needed by EEC (which will be defined in 3GPP TS 23.558 [10]).

2.  The Edge enabler client will execute the Edge Data Network Configuration provisioning procedure and EAS discovery procedure to get related response information according to the specification of 3GPP TS 23.558 [10]. 
3.  The Edge enabler client on UE sends response information (for example: address of FAE server located in Edge data network) to the FAE client via EDGE-5 reference point. (The response information over EDGE-5 should be defined in 3GPP TS 23.558 [10] and is out of scope of this study.)
Editor's Note: The usage of Edge computing services for FFAPP is FFS.

7.6.2
Solution evaluation
7.7
Solution #7 Geographic location and positioning information support

7.7.1
General 

FF UE may use non-3GPP positioning technologies such as GNSS (e.g. Beidou, Galileo, GLONASS, and GPS), Terrestrial Beacon Systems (TBS), sensors (e.g. barometer, IMU), WLAN/Bluetooth-based positioning to get the non-3GPP positioning information.
The FAE capabilities (FAE client and FAE server) can utilize location management (e.g. network location of UEs) service procedures of SEAL to support FF services.

7.7.2
Usage of SEAL location management Information flows

The following information flows of location management service of SEAL as specified in 3GPP TS 23.434 [8] are applicable for the FF applications:

-
Location reporting configuration request specified in subclause 9.3.2.0; 

-
Location reporting configuration response specified in subclause 9.3.2.1;

-
Location information report specified in subclause 9.3.2.2;

-
Location information request specified in subclause 9.3.2.3; 

-
Location reporting trigger specified in subclause 9.3.2.4;

-
Location information subscription request specified in subclause 9.3.2.5;

-
Location information subscription response specified in subclause 9.3.2.6;

-
Location information notification specified in subclause 9.3.2.7;

7.7.3
Usage of SEAL location management procedures

The following procedures of location management service of SEAL as specified in 3GPP TS 23.434 [8] are applicable for the FF applications:

-
Event-triggered location reporting procedure specified in subclause 9.3.3;

-
On-demand location reporting procedure specified in subclause 9.3.4;

-
Client-triggered or VAL server-triggered location reporting procedure specified in subclause 9.3.5;
-
Location reporting event triggers configuration cancel specified in subclause 9.3.6;

-
Location information subscription procedure specified in subclause 9.3.7;

-
Event-trigger location information notification procedure specified in subclause 9.3.8;

-
On-demand usage of location information procedure specified in subclause 9.3.9;

Editor's Note: How LMS can be enhanced to support position service levels is FFS

7.8
Solution #8: QoS monitoring 
7.8.1
Solution description

This solution addresses Key issue 5 - QoS monitoring.

QoS monitoring is a critical requirement for many FF applications.

The issue to address here via the NEF, according to the procedures defined in 3GPP TS 23.502 [12] clause 4.15. NEF supports APIs of exposure of network events, analytics for QoS monitoring. 
The detail procedures over NEF Northbound Interface are defined in 3GPP TS 29.522 [11] clause 4.4:

-
Procedures for setting up an AF session with required QoS, which defines QoS monitoring event (QOS_MONITORING) within "QoSMonitoring_5G" feature
-
Procedures for analytics information exposure, which defines analytics event (QOS_SUSTAINABILITY) within "QoS_Sustainability" feature

7.8.1.1
QoS monitoring procedure
Pre-conditions:
1.
The FF UE has already registered, configured, provisioned.

2.
The FF UE has an established connection to 5G network.
The procedure for QoS monitoring is illustrated in figure 7.8.1.1-1.
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Figure 7.8.1.1-1: QoS monitoring procedures
1.
The FF application specific server sends a QoS monitoring subscribe request to the FAE server.
2.
The FAE server interacts with NEF to subscribe to QoS monitoring events, including:
-
QOS_MONITORING, supported by AsSessionWithQoS API of 3GPP TS 29.522 [11]
-
QOS_SUSTAINABILITY, supported by AnalyticsExposure API API of 3GPP TS 29.522 [11]
Editor's Note: QoS monitoring events for TSC cases are FFS.
3.
The FAE server sends a QoS monitoring subscribe response to the FF application specific server.

4.
When QoS monitoring event is triggered, NEF sends a QoS monitoring notification to the FAE server.

5.
The FAE server notifies the FF application specific server about the QoS monitoring event.

NOTE: Steps 4 and 5 are repeated when QoS monitoring events occur.

6.
When the FF application specific server decides to unsubscribe for the QoS monitoring, the FF application specific server sends a QoS monitoring unsubscribe request to the FAE server.  

7.
The FAE server interacts with NEF to unsubscribe from QoS monitoring events. 

8.
The FAE server sends a QoS monitoring unsubscribe response to the FF application specific server.

7.9
Solution #9: 5GLAN group management 
7.9.1
Solution description

This solution function addresses the Key issue #6. 
7.9.1.1
General
In factory network, the FF UE is using 5G LAN-type of services, when a FF UE is in a group, which includes 5GLAN related network information.

The FAE capabilities (FAE client and FAE server) utilize the group management service procedures (e.g. creation, group membership update) of SEAL based on the 5GLAN group configuration information provided by the FF application specific layer. 

Editor's Note: The solution for enhance 5GLAN group management of existing Group Management service enabler is in the scope of SEAL, which is out of scope of the present document.
7.9.1.2
Information flows

The following information flows of group management service of SEAL as specified in 3GPP TS 23.434 [8] are applicable for the FF applications:

-
Group creation request from the FAE server to the group management server, information specified in table 10.3.2.1-1;

-
Group creation response from the group management server to the FAE server, information specified in table 10.3.2.2-1;

-
Group information query request from the group client to the group management server, specified in subclause 10.3.2.4;

-
Group information query response from the group server to the group management client specified in subclause 10.3.2.5;

-
Group membership update request from the FAE server to the group management server, information specified in table 10.3.2.6-1;

-
Group membership update response from the group management server to the FAE server, information specified in table 10.3.2.7-1;

-
Group membership notification from the group server to the group management client, information specified in table 10.3.2.8-2;

-
Group deletion request from the FAE server to the group management server, information specified in table 10.3.2.9-1;

-
Group deletion response from the group management server to the FAE server, information specified in table 10.3.2.10-1;

-
Get group configuration request from the group client to the group management server, specified in subclause 10.3.2.20;

-
Get group configuration response from the group server to the group management client, specified in subclause 10.3.2.21;

-
Configure VAL group request from the FAE server to the group management server with FF 5GLAN group configuration information, information specified in table 7.9.1.2-1 as below;

Table 7.9.1.2-1 describes the information flow for configure VAL group request from a VAL server to a group management server.

Table 7.9.1.2-1: Configure VAL group request
	Information element
	Status
	Description

	VAL group ID
	M
	The group ID used for the VAL group.

	VAL group configuration data
	O
	FF 5GLAN group configuration information

	Identity list (see NOTE)
	O
	List of VAL UE IDs who are member of the group.

	NOTE:
At least one of these IEs shall be present.


-
Configure VAL group response from the group management server to the FAE server, specified in subclause 10.3.2.27;

The usage of the above information flows are clarified as below:

-
The identity list is the list of FF UE IDs. 

--
During group creation the identity list contains the list of FF UE IDs that are part of the group to be created. If the group member list is empty, an empty group is created; and

-
The VAL group ID is the FF 5GLAN group ID.

-
The identity is the FF UE ID;

-
The VAL server is the FAE server;

-
The VAL group configuration data is the FF 5GLAN group configuration information (i.e. 5G LAN type service information, TSN integration information, group name);

7.9.1.3
Procedures

The following procedures of group management service of SEAL as specified in 3GPP TS 23.434 [8] are applicable for the FF applications: 

-
Group creation from the FAE server to the group management server with group creation request and group creation response;

-
Group information query from the group client to the group management server with group information query request and group information query response;

-
Group membership update from the FAE server to the group management server with group membership update request and group membership update response;

-
Group membership notification from the group server to the group management client;

-
Group deletion from the FAE server to the group management server with group deletion request and group deletion response;

-
Retrieve group configurations from the group client to the group management server with get group configuration request and get group configuration response;

-
Configure VAL group from the FAE server to the group management server with Configure VAL group request and Configure VAL group response
7.9.2
Solution evaluation

7.10
Solution #10: QoS monitoring for TSC services

7.10.1
Solution description

This solution addresses KI#5 on QoS monitoring.

Monitoring of QoS for time sensitive communication (TSC) services is a critical requirement for many FF applications.

QoS monitoring to assist URLLC is specified in clause 5.33.3 of TS 23.501 [7], with per flow monitoring mechanism specified in clause 5.33.3.2. 

The issue to address here is whether the QoS monitoring capabilities (to be) provided by the NEF should be used by the FF application enabler layer (i.e. FFAE) directly or via the Service Enabler application layer (SEAL), as according to the concepts defined in 3GPP TS 23.434 [8]. Due to the fact that QoS monitoring is not specific to FF applications but applicable for wider range of vertical applications, it is more suitable to enhance SEAL to support this functionality. 

SEAL Network Resource Management service enabler specifies APIs to request reservation, modification, and release of network resources, including QoS resources, see clause 14 in 3GPP TS 23.434 [8] and clause 5.5 in 3GPP TS 29.549 [14]. Possible ways to add support for QoS monitoring to SEAL include:

a)
Enhance the existing Network Resource Management service enabler by adding QoS monitoring functionality;
b)
Define a new service enabler, e.g. Network Resource Monitoring.
Here we propose a solution where a SEAL service enabler (enhanced or new) is used for QoS monitoring - NRx for short. The NRx service will make use of the NEF QoS monitoring capabilities. 

7.10.2
Subscribe/unsubscribe to/from QoS monitoring events for an established connection

The procedure to subscribe/unsubscribe to/from QoS monitoring events is shown in figure 7.10.2-1.

Pre-conditions:

· FAE client has an established TSC connection 
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Figure 7.10.2-1: Subscribe/unsubscribe QoS monitoring procedures

1.
The FF application specific server sends a QoS monitoring subscribe request to the FAE server.

2.
The FAE interacts with the SEAL NRx server to subscribe to QoS monitoring events. The SEAL NRx server interacts with the NEF to establish a QoS monitoring subscription (not shown in the sequence). In that interaction the SEAL NRx server determines QoS parameters to be measured (e.g. DL, UL or round trip packet delay as described in 3GPP TS 23.503 [15]), including, but not limited:
-
frequency of reporting (event triggered, periodic, or when the PDU Session is released):

a)
if the reporting frequency is event triggered:

i)
the corresponding reporting threshold to each QoS parameter;

ii)
minimum waiting time between subsequent reports;

b)
if the reporting frequency is periodic, the reporting period.
3.
The FAE server sends a QoS monitoring subscribe response to the FF application specific server.

4.
When QoS monitoring event is triggered and the SEAL NRx server is notified by the NEF (not shown in the sequence), the SEAL NRx server sends a QoS monitoring notification to the FAE server.

5.
The FAE server notifies the FF application specific server about the QoS monitoring event.

NOTE:
Steps 4 and 5 are repeated when QoS monitoring events occur.

6.
When the FF application specific server decides to unsubscribe for the QoS monitoring, the FF application specific server sends a QoS monitoring unsubscribe request to the FAE server.  

7.
The FAE interacts with the SEAL NRx server to unsubscribe from QoS monitoring events. The SEAL NRx server interacts with the NEF to terminate the QoS monitoring subscription (not shown in the sequence).

8.
The FAE server sends a QoS monitoring unsubscribe response to the FF application specific server.

7.10.3
Solution evaluation

This solution depends on SA2 addressing requirements regarding the exposure of QoS monitoring via NEF. 3GPP TR 23.700-20 [13] has already started to address a solution to provide a generic mechanism for exposure of QoS monitoring via NEF. The specification of such a mechanism, therefore, will be required to be used as the baseline when the solution described in this clause is addressed during the normative work.
7.11
Solution #11: Establishing communication connectivity between FF Enabler Clients with FF application service requirements
7.11.1
Solution description

This solution corresponds to the key issue #8 on communication of FF application requirements with 5GS and key issue#11 on QoS coordination. 
In this solution, an FF application Enabler Client and FF application Enabler Server (acting as an AS) exchange context information allowing for the desired service requirements (e.g. data rate) for the communication amongst the FF application UEs to be derived. The FF Enabler Server adaptively triggers retrieval of context and establishment of direct service connectivity, e.g. when the two FFE Enabler Clients are close to each other. Note that direct service connectivity is established over the FFE-2 reference point, without device-to-device direct radio connectivity (e.g.PC 5) requirement. 

The procedure for establishing FFE-2 direct service communication with FF application service requirements provided by the FFECs is as illustrated in figure 7.11.1‑1.

Editor's Note: The definition and consistent usage of the term "direct" to represent application layer traffic routing is FFS.

Pre-condition:
-
The FFEC1 and FFEC2 are configured with the information of the FFES and have registered (e.g. using clause 7.4 procedures). The information provided via pre-configuration or registration to the FFES includes FFEC capabilities, security information, etc.
-     FFEC1 pre-processing requires direct connectivity to FFEC2. Service requirements and destination information for this connection have been provided, e.g. via discovery.

Editor's Note: The preconditions above rely upon procedures (e.g. registration, discovery) detailed as part of other solutions.
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Figure 7.11.1-1: Establishing communication connectivity between FF enabler clients with FF application service requirements

1.
The Future Factory Enabler Client 1 (FFEC1) sends the FFAPP connectivity request (source identity and IP address, destination identities, service requirements) to the Future Factory Enabler Server (FFES). The destination may be multiple UEs (devices). The identity of source and destination may be the application user identity or the MAC address.

2.  The FFES determines whether FFEC1 is authorized to connect to FFEC2 for direct service communications over FFE-2. If FFEC1 is authorized to connect to FFEC2, the FFES contacts the FFEC2 to retrieve its context information such as its preference on connectivity. This step can be skipped if the FFES is already aware of FFEC2's context information


Editor's Note: It is FFS how FFES determines whether FFEC1 is authorized to connect to FFEC2 for direct service communications over FFE-2.

3. The FFEC2 determines whether context information is to be provided for establishing connectivity to FFEC1. FFEC2 makes this determination based on FFEC1 information provided in the request, pre-provisioned information (e.g. policies) and its context (e.g. location, time, etc.) If FFEC2 determines that context information is to be provided, it responds to FFES and includes its context information. 

NOTE:
The signaling and functionality for handling the cases when FFEC2 will be temporarily unavailable for establishing the direct service connection are to be determined in normative phase or are implementation dependant.

4.  The FFES contacts the 3GPP system to retrieve location information about the FFEC1 and FFEC2 (i.e. Location Reporting monitoring as described in 23.502[12]). The message may also include a request for direct link status (e.g. PDU Session Status, UE reachability, etc. as described in 23.502 [12]). This step may be skipped if the FFES is already aware of FFEC1's and FFEC2's location information or if there are no location requirements for establishing the FFEC1 to FFEC2 direct service connectivity. 

5.  The FFES receives a response from 3GPP system, which indicates the requested location information of FFEC1 and FFEC2. The response may include the additional information requested

6.  The FFES takes FFEC1's and FFEC2's context information, their connectivity requirements, location information, and network context as input, checks connectivity service policies, and determines the parameters and patterns for direct service connectivity between the FFECs (i.e. FAE-2 connectivity). The FFES may also determine transport requirements, e.g. QoS requirements, for the 3GPP system (e.g. 5GS). 

 
The FFES may determine that direct service connectivity is not possible with the given connectivity requirements, it skips step 7 and proceeds to steps 9 and 10, informing each FFEC accordingly. If the FFES determines that direct service connectivity is not authorized or not possible with the given connectivity requirements, it skips step 7 and proceeds to steps 9 and 10, informing each FFEC accordingly. 

7.
The FFES may request the 3GPP system to establish or modify the 3GPP system level connectivity that enables the application connection between FFEC1 and FFEC2 e.g. via modification of existing radio bearers.  FFES provides the necessary information (e.g. identifiers of FFEC1 and FFEC2, transport requirements) in this request message. 

8.
The FFES receives a response from the 3GPP system indicating whether the requested connectivity in Step 6 has been successfully established or modified. 

9.  The FFES notifies FFEC1 of the established connection including its properties such as a FFE-2 direct service connection identifier, duration, etc.

10.
The FFES notifies the FFEC2 of the established connection including its properties such as a FFE-2 direct service connection identifier, duration, etc.

7.11.2
Solution evaluation

Editor's Note:
This subclause will evaluate the solution.

Editor's Note:
The entities involved need to be aligned with the functional model. 
8
Overall evaluation

Editor's Note:
This clause will provide evaluation of different solutions.

9
Conclusions

Editor's Note:
This clause is intended to list conclusions that have been agreed during the course of the study item activities.

Annex A:
Analysis of relationship between oneM2M and FF architecture
Annex A.1
Overview

In oneM2M TS-0001[9], the oneM2M functional architecture comprises the following functions: Application Entity (AE), Common Services Entity (CSE), Underlying Network Services Entity (NSE).

oneM2M CSE provides services to applications (AE) which are referred to as Common Services Functions (CSFs). The CSFs contained inside the CSE includes such as: Application and Service Layer Management, Communication Management and Delivery Handling, Data Management and Repository, Device Management, Security, Subscription and Notification etc. Those CSFs can support Device onboarding requirement in Factory.

There are 3 different field node (UE) types defined in oneM2M: Application Service Node (ASN), Middle Node (MN) and Application Dedicated Node (ADN). The ASN UE and MN UE consists of both AE (ASN/MN-AE) and CSE (ASN/MN-CSE) function entity. But ADN UE only consists of AE (ADN-AE) function entity.  
There are 1 infrastructure node (Server) type defined in oneM2M - Infrastructure Node (IN). The IN server consists AE (IN-AE) and CSE (IN-CSE) function entity.

The relationship between oneM2M architecture function model and FFAPP function model is described in clause Annex A.2.

Annex A.2
Relationship between oneM2M and FFAPP 

[image: image10.emf]FF Application 

Enabler Client

(ASN/MN-CSE)

FF Application Enabler Server

(IN-CSE)

FF Application Specific 

Server(s)

(IN-AE)

5GS

FF UE(ASN/MN type)

FF Application 

Specific Client(s)

(ASN/MN-AE/Client)

FF Application Server

（

IN type

）

FAE-1(Mcc)

N5/N33

(Mcn)

FF UE (ADN type)

FF Application 

Specific Client(s)

(ADN-AE/client)

FAE-C

（

Mca)

FAE-C(Mca)

FAE-S(Mca)

NSE


Figure Annex A.2-1: Relationship between oneM2M and FF

Figure Annex A.2-1 shows the corresponding relationship between oneM2M and FFAPP, as follows:

-
The oneM2M ASN/MN-CSE (e.g. a Motion Controller or factory automation gateway) function and the FAE client.

-
The oneM2M ASN/MN-AE (e.g. a Motion Controller application or factory gateway application) and the FF application specific client.

-
The oneM2M ADN-AE (e.g. an Actuator/Sensor in machine) and the FF application specific client.

-
oneM2M IN-CSE (e.g. a middleware server) function and the FAE server 

-
oneM2M IN-AE (e.g. a Motion Control application server) function and the FF application specific server.

-
oneM2M NSE function and the 5GS.

-
The oneM2M Mca reference point (which defined in oneM2M TS-0001[x]) between AE and CSE in ADN/ASN/MN node and the FAE-C reference point (between FF application specific client and FAE client) in FF UE side.

-
The oneM2M Mca reference point (which defined in oneM2M TS-0001[x]) between AE and CSE in IN node and the FAE-S reference point (between FF application specific server and FAE server) in FF application server.

-
The oneM2M Mcc reference point between (which defined in oneM2M TS-0001 [x]) ASN/MN-CSE(s) and IN-CSE and the FAE-1 reference point between FAE client and FAE server.

-
The oneM2M Mcn reference point (which defined in oneM2M TS-0001[9]) between NSE and IN-CSE and the N5/N33 interface between FAE server and 5G system.
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