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Abstract of the contribution: This paper proposes an evaluation for key issue 1.

[bookmark: _Toc352077766]1. Discussion
Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
This key issue aims to provide solutions for whether and how to consider enhancements to support AI/ML based positioning for case 2b, 3b as defined in TR 38.843 [6], which will investigate the following aspects:
-	Study whether and how an AI/ML model for direct AI/ML positioning (i.e. case 2b/3b) is handled:
-	Which entity trains the model for direct AI/ML positioning and if the entity that train the model and the consumer are different, how the model consumer gets the trained AI/ML model;
-	Which entity act as the model consumer that will use the trained model to perform inference and/or derive UE position;
-	Define procedures for data collection with objective to train AI/ML models for direct AI/ML positioning.
-	Whether and how to support direct AI/ML positioning at LMF with additional 5GC enhancements.
-	How to monitor model performance for ML models used for direct AI/ML based positioning.
NOTE 1:	UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.
NOTE 2:	Any data to be collected from UE/RAN by LMF for the model training/model inference/model performance monitoring for LMF-side model is assumed to be defined by RAN WGs.
NOTE 3:	Any potential impacts for case 1/2a/3a in TR 38.843 [6], are out of the scope and any potential alignment work will be based on the possible requirements defined by RAN WGs considering the conclusions in TR 38.843 [6].
.
[bookmark: _Toc510604409][bookmark: _Toc326248711][bookmark: _Toc97057914][bookmark: _Toc97052787][bookmark: _Toc97052459][bookmark: _Toc97057841]2. Proposal
Incorporate the following text in TR 23.700-84.

[bookmark: startOfAnnexes]* * * 1st Change (All New Text) * * * 
7.1 Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning
Solutions 1 to 12 address key issue 1.
Model training:
Regarding the training entity, the solutions can be categorized as follows:
· Centralized Training (NWDAF or NWDAF-MTLF):  Solutions like #1, #3, #8, #9, #10, #11, and #12 propose the Network Data Analytics Function (NWDAF) or its Machine Learning Training Function (MTLF) as the central entity for training AI/ML models. This enables centralized management, potentially improving efficiency and consistency. 
· LMF-based Training (LMF): Solutions like #1 and #6 suggest the Location Management Function (LMF) could handle model training, potentially leveraging data collected during location requests.
· Uncertain Training Entity: Solutions like #2, #7 considered both NWDAF-MTLF and LMF as the training entity. The NWDAF or LMF (depending on future decisions) could be responsible in these cases..
Both NWDAF-MTLF and LMF could be acceptable training AI/ML models for direct AI/ML based positioning, each with its own advantages. The optimal choice might depend on factors like:
· Network architecture and deployment status of NWDAF-MTLF.
· Desired balance between centralized control and leveraging location-specific data.
· Scalability requirements and the volume of data generated for training.
· [bookmark: _Hlk166877027]Hardware capabilities of an MTLF can be assumed to be selected for model training. LMFs were originally designed for other purposes and may thus be less suited to perform model training

Location inference:
According to Solutions #1, #2, #5, #6, #7, #8, #9, #10, #12), the primary entity acting as the model consumer for inference and UE positioning is the LMF.

Data Collection:
Regarding data collection, the following observations apply:
· Most solutions do not provide details on how data collection is performed. 
· Some solutions (e.g. solution 1, 6), suggest leveraging and extending existing LMF procedures designed for per-UE location inquiries.
· In contrast, solution 7 suggest new bulk requests that allow the RAN to select times for data collection and appropriate UEs in a target area and with appropriate capabilities.
· Solution 9 assumes that input data are collected via AF, but AF most likely has no access to RAN meassurements
· For data collection more information from RAN groups on the required input data for model training is required. Salient points are whether labels/ground truth data are required together with measurements, how the ground truth/data can be determined and correlated with measurements. Also considerations on how to reduce the possibly high signaling load for data collection and avoid overloading RAN appear important

Table 7.1-1: Comparison of Solutions for key issue 1
	Solutions
	Pros
	Cons

	#1: Direct AI/ML Based Positioning for Case 2b/3b

	· Flexibility to work with both UE-assisted and NG-RAN node-assisted positioning.
· Leverages existing NWDAF procedures for ML model retrieval.
	· Per UE data collection requires significant signalling effort
· Open point whether and how UEs with appropriate capabilities for data collection can be selected by MTLF
.

	#2: Support for AI/ML Direct Positioning Training, Inference, and Data Collection with LMF-Side Models
	· Possibility to leverage existing MTLF capabilities for model training
	· High complexity in implementation due to multiple training and inference steps.
· Unclear why MWDAF needs to be involved for data collection if model training is performed by LMF
· Procedures for data collection hardly addressed.

	#3: Training of the AI/ML Positioning Model
	· Possibility to leverage existing MTLF capabilities for model training and service operations for model retrieval
	· Procedures for data collection hardly addressed.

	#4: Data Collection Framework for Direct AI/ML Positioning
	· Possible leverages existing LMF capabilities.
	· Many open points and details of data collection hardly addressed.

	#5: LMF Selection to Support LMF-Sided Direct AI/ML Positioning
	
	· Shifts logic to select appropriate positioning methods from LMF to AMF


	#6: LMF-Based ML Model Training and Inference
	· Enables LMF to independently train and infer using ML models..
	· Assumes existing per-UE interactions between LMF and RAN which may lead to high signalling load
· Open point whether and how UEs with appropriate capabilities for data collection can be selected by LMF

	#7: Training of LMF-Side Model to Determine Location
	· Allows to reduce signalling load for model training related data collection by bulk signalling instead of per-UE signalling
· Enables RAN to perform data collection when being less loaded
· Resolves issue how to select appropriate UEs for data collection
· Synergies between data collection and performance monitoring by using same methods.
	.

	#8: MTLF-Based Model Performance Monitoring for AI/ML Positioning
	· Centralized monitoring of AI/ML model performance.
	· Only addresses performance monitoring
· Unclear whether UE location calculated by model and UE location inquired by MTLF can be obtained with sufficiently small time difference for accuracy estimates

	#9: New Solution for KI#1 Support Monitoring the Performance of AI Model
	· Uses dedicated UEs (PRUs) for performance monitoring, reducing impact on regular UEs.
	· Only addresses performance monitoring
· Additional overhead for deploying and managing PRUs.

	#10: Direct AI/ML Based Positioning with NWDAF Assistance

	· Leverages NWDAF for centralized model training and data collection.
.
	· Per UE data collection requires significant signalling effort
· Open point whether and how UEs with appropriate capabilities for data collection can be selected by MTLF
· Unclear whether UE location obtained from AF and measurements by LMF can be obtained with sufficiently small time difference 

	#11: Data Collection Procedure for LMF-Side Model Training
	
	· High implementation complexity for data collection involving many entities
· Unclear if a sufficient amount of data can be obtained from PRUs.

	#12: Support for Data Collection for AI Model Training Based on Authorization
	· Ensures data collection is authorized, addressing privacy concerns.
	· Per UE data collection requires significant signalling effort
· Open point whether and how UEs with appropriate capabilities for data collection can be selected by MTLF
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