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[bookmark: _Toc352077766]1. Discussion
This paper propose to update the definition of label. The label definition in the TR is a little bit vague. After I talking to Claude-3(a better LLM than GPT-4), I got the definition of label below:
[image: ]
I believe the definition provided by LLM is way better than the definition we agreed in previous meeting. So I propose to use this one with some modifications. Do not believe my judge? Let’s see the answer from GPT-4:
[image: ]
See, ChatGPT-4 shares same opinion with me. So let’s adopt the suggestions from GPT-4 without hesitations.
[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc97052787][bookmark: _Toc97057914][bookmark: _Toc97052459][bookmark: _Toc97057841]2. Proposal
---------- Start of change ----------
[bookmark: startOfAnnexes][bookmark: _Toc157534596][bookmark: _Toc153792581][bookmark: _Toc160567091][bookmark: _Toc153792666]3	Definitions of terms and abbreviations
[bookmark: _Toc164871619][bookmark: _Toc160781878]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Horizontal Federated Learning (HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples (e.g. UE IDs).
Vertical Federated Learning (VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs).
Editor's note:	Whether different feature space required for VFL is FFS.
Label: A label is the property of interest that is to be learned iIn supervised machine learning, a label refers to the desired output that a model is trained to predict. It provides the ground truth for each instance in the training dataset.
VFL Server: An NF that discovers and selects VFL clients, and coordinates the VFL process.
NOTE 1: The VFL server may have role of VFL Active Participant during VFL training.
VFL Client: An NF that plays the role of the passive participant in a training process.
Editor's note:	Whether the definition of VFL Client can be extended to play a role in inference is FFS.
VFL Active Participant: An NF with labels for a VFL training task that may have related input data.
VFL Passive Participant: A VFL client with access to the required input data without the required labels for a VFL training task. There can be multiple passive participants in VFL.
Editor's note:	Terms may be added, deleted or modified during conclusion discussions.
Editor's note:	During the conclusions discussion, it will be decided whether both the VFL server / VFL client and the VFL active participant / passive participant terminology is required.
---------- End of change ----------
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In machine learning, a label refers to the target variable or the desired output that a
model is trained to predict. It provides the ground truth or the correct answer for
each instance in the training dataset.
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The better definition is the second one:

2. In supervised machine learning, a label refers to the desired output that a
model is trained to predict. It provides the ground truth for each instance in the
training dataset.

This definition is superior because it more explicitly describes the role of a label in
the context of supervised machine learning. It clarifies that the label is the "desired
output” that the model aims to predict, and importantly, it highlights the label's
function as providing the "ground truth” for each data instance in the training set.
This specificity makes it more informative and useful for understanding the concept
of labels in a machine learning framework.




