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Abstract of the contribution: This pCR proposes an update to Sol#16 to remove ENs and other miscellaneous corrections.
[bookmark: _Hlk513714389]1	Discussion
This paper proposes an update to Solution#16 where the outstanding Editor’s Notes are addressed. In this discussion, we provide an explanation of the proposed resolution for each Editor’s Note.
1) Editor's note: Whether multiple active participants involved in VFL can be supported is FFS.
The use case documented in cl. 5.1.4 clearly identifies the scenario where an NWDAF instance acts as “the main entity facilitating the VFL operation”, i.e. VFL Server according to cl. 3.1, with “other NWDAF instances” also involved in the process. The use case further refers to a multiple NWDAF deployment where “each NWDAF instance may perform data collection according to their available data sources”. Cl. 3.1 states in NOTE 1 that the VFL Server may also act as VFL Active Participant, hence with access to labels. There is no apparent reason to assume that the above “other NWDAF instances” will not have access to any labels, thus enabling distribution of labels across NWDAF instances. Therefore, NWDAF instances without VFL server role should not be prevented from acting as additional active participants if the relevant VFL algorithm so demands.
In line with the above, the distribution of labels in multiple VFL active participants has been shown to exhibit benefits in the algorithmic performance of VFL in the research literature. For example, a VFL framework called Cascade Vertical Federated Learning (CVFL) proposed in [R1] exhibits distribution of labels across multiple active participants and shows performance benefits in terms of effectiveness and efficiency compared to other baseline VFL techniques without distribution of labels. As also shown in [R1], the additional active participants share intermediate training results with other passive participants and the VFL server, hence in terms of specification impact in this solution there’s no difference with the baseline case of one active participant sharing information with multiple passive participants since passive participants are also allowed to share information with each other (see ENs 4a, 4b below).
Based on the above, we simply propose to remove the related EN and leave NOTE 2 in cl. 6.16.2 with minor clarifications.
2) Editor's note: Whether any storage of models at ADRF is required is FFS.
Storage of models for Federated Learning was not considered in Rel-18 when support for Horizontal Federated Learning (HFL) was specified and we don’t think there’s any technical difference between HFL and VFL that requires dedicated specification support for storage of models in ADRF for VFL. Hence, we consider this aspect out of the scope of this solution and the EN is no longer needed. 
We propose a NOTE instead explicitly indicating this aspect.
NOTE:	Storage of models in ADRF is out of the scope of this solution.
3) Editor's note: Whether existing model identification capabilities are enough to support VFL training processes is FFS.
In Rel-18, model identification capabilities for HFL consist mainly on mandatory analytics ID and optional ML Model identifier provided as inputs for Nnwdaf_MLModelTraining, Nnwdaf_MLModelTrainingInfo and Nnwdaf_MLModelProvision services. Our analysis has reveals that VFL does not require alternative methods to identify models used for training and inference since local models are also utilized for the same analytics ID and local models are also different in HFL. Therefore Rel-18 model identification capabilities in HFL are proposed to be re-used for VFL in Rel-19.
We propose to remove the EN and add the following to indicate the above:
NOTE:	Existing Rel-18 capabilities for model identification in HFL are assumed to be reused for VFL.
4a) Editor's note: Whether VFL participants share intermediate results with each other during the training process (involving steps 9b, 9d, 9e) is FFS.
4b) Editor's note: Whether VFL participants share intermediate results with each other during the inference process (involving step 14b) is FFS.
In the context of collaborative deep learning techniques where VFL is an example, there are scenarios where participants (i.e. VFL clients in our proposed SA2 terminology) may need to share information among themselves or where one participant requires the output of another participant as input. This can occur for example in situations where a deep learning model is split into parts, and each passive participant processes a specific segment of the model's computation. For example, in the split neural network (SplitNN) framework, participants use their bottom models to transform data, and passive parties exchange intermediate results. This setup allows for distributed processing where each participant contributes to the overall computation without sharing raw data, enabling collaborative learning while maintaining privacy. 
Moreover, in a federated learning setting like VFL, multiple participants using SplitNN could collaboratively process different aspects of a model's computation, with each participant contributing to the overall learning process without directly sharing sensitive information. This distributed approach enhances privacy and security while enabling effective collaborative learning among VFL entities. Architectures combining VFL and SplitNN for training and subsequent inference have been experimentally shown to exhibit improved performance in core network related tasks, e.g. core networks traffic prediction, see [R2] for details.
Based on the above rationale, we believe communication between VFL clients should be supported in this Release for both VFL training and inference. We propose to delete ENs 4a and 4b and replace them with the following clarifying NOTE:
NOTE:	VFL clients may need to share information among themselves during training and inference in situations where a deep learning model is split into parts, and each VFL client processes a specific segment of the model's computation, e.g. split neural networks.
References:
[R1] Xia, W., Li, Y., Zhang, L., Wu, Z., & Yuan, X., “Cascade Vertical Federated Learning Towards Straggler Mitigation and Label Privacy over Distributed Labels”, IEEE Transactions on Big Data, 2023.
[R2] Li, P., Guo, C., Xing, Y., Shi, Y., Feng, L. and Zhou, F. “Core network traffic prediction based on vertical federated learning and split learning”, Nature Scientific Reports, 2024. 
2. Proposal
It is proposed to adopt the following text in TR 23.700-84.

*** Start of changes ***
[bookmark: _Toc165092346]6.16	Solution #16: Support for VFL with NWDAF and AF as Participants
[bookmark: _Toc165092347]6.16.1	Description
This solution addresses use case #4 and key issue #2. Unlike traditional centralized learning approaches, where data is pooled together in a single location, or Horizontal Federated Learning (HFL), where different entities contribute similar types of data about different samples, VFL allows for the collaborative training of machine learning models across entities that hold different types of information about the same entities or events.
The solution introduces support for VFL with NWDAF and AF as participants (active and/or passive) by means of enabling data alignment (i.e. sample and feature alignment) among entities participating in the VFL training process with a new service operation. This new service operation allows guaranteeing that training samples are the same in the participating entities even though their training features are different. The solution requires a VFL server guiding the training and distributed inference processes and VFL participants following the VFL server instructions. NWDAF is the NF acting as VFL server in this solution.
This solution applies to intra 5GC VFL or 5GC to AF VFL.
[bookmark: _Toc165092348]6.16.2	Procedures
NOTE 1:	In this solution, the VFL server coordinates the VFL operation and acts as active participant with access to labels.
NOTE 2:	VFL Participants clients in this solution can be either VFL active participants with access to labels or VFL passive participants without access to labels.
NOTE 3:	VFL Participants may also be called VFL Clients.
NOTE 43:	In this solution, NWDAF instances contain both MTLF and AnLF. VFL training phase involves MTLF and VFL inference involves AnLF. If MTLF and AnLF are not co-located, the trained local model is shared by MTLF to the consumer AnLF.
Editor's note:	Whether multiple active participants involved in VFL can be supported is FFS.
Editor's note:	Whether any storage of models at ADRF is required is FFS.
NOTE 4:	Storage of models in ADRF is out of the scope of this solution. This does not prevent storage of models for VFL from being pursued in normative work.

Editor's note:	Whether existing model identification capabilities are enough to support VFL training processes is FFS.
NOTE 5:	Existing Rel-18 capabilities for model identification in HFL are assumed to be reused for VFL. Whether one or multiple model identifiers are required can be discussed in normative work.
NOTE 6:	NWDAF instances in this solution are assumed to have both MTLF and AnLF capabilities. 

[bookmark: _GoBack]NOTE 7:	Specification impacts of multiple active participants and sharing of intermediate results between VFL clients requires further discussion.




Figure 6.16.2-1: Procedure for VFL with NWDAF and AF as Participants

The procedure in Figure 6.16.2-1 to support VFL operation at NWDAF is described step by step below.
1.	VFL server (i.e. NWDAF) and VFL participant entitiesclients (i.e. NWDAF, AF) entities register to NRF. The registration may include their NF profiles, Analytics ID(s), Address information of NWDAF, Service Area, VFL capability type information (i.e. VFL server/client or and VFL participant type) and Time interval supporting VFL. The latter parameter can be the same as Time interval supporting FL described in clause 5.2 of TS 23.288 [5].
NOTE 58:	VFL participant type parameter can have the value of 'active' or 'passive'.
2.	The VFL server and participants clients are discovered via NRF by invoking the Nnrf_NFDiscovery_Request service operation. The initial selection of VFL participants clients by the VFL server may happen here. The selection of VFL participants clients by the VFL server may also be finalized in step 7.
NOTE 69:	Details of the discovery mechanism are not within the scope of this solution.
3.	The VFL server sends a VFL preparation request to the VFL participantsclients. For NWDAF participantsclients, the existing service operations Nnwdaf_MLModelTrainingInfo_Request or Nnwdaf_MLModelTraining_Subscribe may be reused and enhanced, or a new service may be defined. For AF participantsclients, a new AF/NEF service is required. Either way, the ML Preparation Flag is provided to check if the VFL participantsclients can meet the ML model training requirement (e.g. Analytics ID, ML Model Interoperability information, Available data requirement, Availability time requirement, etc.). The VFL participantsclients may respond to the VFL server indicating whether they will join the VFL operation and may include the reason in the response message if it cannot join the VFL operation.
4.	The VFL server may determine the list of required features and target samples and sends a request for data alignment (i.e. samples and features) including information required for feature and samples alignment to the VFL participantsclients, via NEF for AF participantsclients. This new service/service operation is required to facilitate the alignment of datasets from different sources in a VFL environment. It ensures that participating entities work with a common set of samples without revealing sensitive data. In addition, these samples are the intersection of different datasets where each entity has different features (information or attributes) for the same set of entities or individuals.
NOTE 710:	In some cases (e.g. for third-party AF acting as VFL participantclient) feature alignment and corresponding information exchange between VFL server and VFL participantclients is optional.
NOTE 811:	VFL related discovery, preparation and data alignment steps (steps 2, 3, 4) could be combined.
	Required inputs of this service operation include dataset identifiers (i.e. unique identifiers for the datasets held by each VFL participantclient), alignment technique (i.e. specific methods or algorithms to be used for data alignment, such as Private Set Intersection (PSI), feature hashing, or other techniques that ensure data privacy and integrity) and Notification Target Address. Optional inputs may include an alignment correlation ID, expiry time, and additional data alignment information such as challenges or discrepancies encountered in the data alignment process.
NOTE 12  9:	Existing service operations (e.g. Nnwdaf_MLModelTraining_Subscribe, Nnwdaf_MLModelTrainingInfo_Request) may also be enhanced to include feature and sample information for interactions between VFL participantclients.
5.	Each VFL participantclient performs data alignment pre-processing. This is required for each VFL participantclient to ascertain its capability to meet the AI/ML model training requirements. Data alignment pre-processing may include model training demands feasibility assessment, model access and compatibility, data alignment verification, etc. At this step, VFL passive participantsclients may determine a list of supported features and samples. A passive VFL participant client may determine the list of supported features (e.g. a subset of the list of required features shared by active participant) and the list of supported samples (e.g. a subset of target samples shared by active participant) based on the information received from the active participantVFL server, its available data, corresponding NF type(s) or instances of the requested analytics ID, recent data collection operations, and ML Model Interoperability information.
6.	The VFL participantclients notify the VFL server the result of the data alignment, via NEF for AF participantclients. Furthermore, the VFL participantclients may provide the VFL server with a decision regarding its participation in the VFL operation along the supported features and sample IDs identified (if any). The VFL participantclients may also include the reason in the response message if it cannot join the VFL operation.
7.	If not completed at step 4, the selection of VFL participantclients by the VFL server may be performed or refined based on the inputs received by the VFL server from the VFL participantclients. At this step, VFL active participantserver may perform sample alignment by identifying overlap/intersection of supported samples of all VFL passive participantclients. A VFL passive participantclient selected in step 4, may be excluded from VFL training if the list of its supported samples has zero or very little overlap with supported samples of other VFL passive participantsclients.
	Based on supported feature of each passive participantVFL client (feature dimension of each VFL clientpassive participant), VFL active participantserver may also decide how to partition data features between passive participantVFL servers and assigns a subset of features to each passive participantVFL client. A VFL clientpassive participant selected in step 4 may be excluded from VFL training if the list of its supported feature has zero overlap with the list of required features. As the 3GPP specified analytics IDs require input data from different domains including 5GC and AF, a domain-based feature selection for cross domain VFL can be used where each domain performs VFL training based the data owned by that domain (i.e. AF performs VFL training based on AF data and 5GC performs VFL training based on 5GC data). However, within each domain also, it is important to decide how to vertically divide data features among multiple VFL participantsclients. For example, observed service experience analytics ID, within 5GC domain, requires input data from AMF, SMF and UPF. In one approach, VFL passive participantsclients may perform VFL training based on AMF, SMF and UPF data together. In another approach, each VFL passive participantclient may perform VFL training based on different NF type.
8.	The VFL training process starts on this step, where intermediate training results are shared and coordinated by the VFL server, facilitating a collaborative approach to model refinement across the VFL participating entitiesclients. In the first iteration, the VFL server triggers the VFL training process by invoking a ML Model Training service subscription operation from the VFL Participant Client #1 (e.g. NWDAF). In the subsequent iteration, the VFL server may need to use the ML Model Training service notification operation with the Participant Client #2 (or last participant if more than two) (e.g. AF via NEF) to enable model refinements in each participant. Subsequent iterations may require the VFL server to subscribe or notify from/to either participant VFL client using the ML Model Training service. While the existing Nnwdaf_MLModelTraining service can be used for NWDAF participantsclients, a new service at the NEF/AF is required to support this functionality. In the last iteration, the VFL server informs the VFL participants clients that the VFL training process is completed via a suitable flag, steps 10 through 12 are skipped, and the VFL training loop is terminated.
	Alternatively, in each iteration the VFL server contacts both VFL participants clients in this step and may share intermediate training data/loss related to the VFL process.
NOTE 13:	VFL clients may need to share information among themselves during training and inference in situations where a deep learning model is split into parts, and each VFL client processes a specific segment of the model's computation, e.g. split neural networks.
9a.	The VFL Participant Client #1 may perform computation to locally train its model. The computation may lead either to intermediate training results/loss to be shared to the next participant VFL client in step 119b, or to refine a previously trained model and notify the VFL server in step 103.
9b.	The VFL Client Participant #1 may share its intermediate training results via NEF with the AF participantclient, using the same service operations as in step 98.
9c.	Participant VFL Client #2 (i.e. last VFL participantclient) performs computation to locally train its model. The computation may lead either to intermediate training results to be shared with the VFL server in step 11, or to refine a previously trained model and the previous VFL participant client in step 10d.
9d.	The VFL Participant Client #1 performs computation to refine its local model.
Editor's note:	Whether VFL participants share intermediate results with each other during the training process (involving steps 9b, 9d, 9e) is FFS.
9e.	If not done in step 9a, the VFL Client #1 performs computation to refine its local model.
10.	Intermediate training results and/or model refinement results are shared with the VFL server, via NEF if from AF, using the same ML model training service used in step 98.
11.	The VFL server performs further VFL computation to perform local training using the intermediate results received from the VFL participantclient(s) and/or calculate the loss using the labels.
12.	A consumer NF subscribes to or requests analytics from the NWDAF hosting VFL server functionality that includes AnLF.
13.	A distributed VFL inference process is triggered by the VFL server invoking a ML model inference request from Participant VFL Client #1. This step can be executed with a new service or by enhancing the existing ML Model Training service since the required VFL computation is essentially the same for inference and some training cycles. The VFL server may also request Participant VFL Client #2 to perform local inference via NEF.
14a.Participant #1 performs local inference computation.
14b.Participant #1 may share intermediate inference results with VFL Client Participant #2 via NEF when VFL Client Participant #2 is an AF. In that case, the NEF/AF service used may be new or an enhanced version of the new NEF/AF service already used in step 9.
14c. VFL Client Participant #2 performs local inference computation.
15.	VFL Client Participant #2 (i.e. the last participantVFL client) notifies the result of the distributed inference process to the VFL server using the same service as in step 14 via the notification operation. In this step, VFL Client Participant #1 may also share its local inference results with VFL server if not shared with another VFL Participant client before.
Editor's note:	Whether VFL participants share intermediate results with each other during the inference process (involving step 14b) is FFS.
16.	The VFL server performs further inference computation aggregating intermediate inference results received from the VFL participantclient(s) and derives the requested analytics.
17.	The derived analytics are delivered to the NF consumer.
[bookmark: _Toc165092349]6.16.3	Impacts on services, entities and interfaces
NWDAF:
-	New service to support data alignment.
-	Enhancements to Nnwdaf_MLModelTraining service (or new service(s)) to support VFL preparation as well as sharing of intermediate training and inference results.
NEF/AF:
-	New service to support data alignment.
-	New service(s) to support VFL preparation as well as sharing of intermediate training and inference results.

*** End of changes ***
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