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Abstract of the contribution: This contribution proposes an interim conclusion for KI#1. 
1. 	Discussion 
Based on the discussion on NWM and documented solutions in TR 23.700-84, this contribution proposes interim conclusions for KI#1. 
3. 	Proposal
It is proposed to update TR 23.700-84 as follows:

[bookmark: _Toc517082226]* * * First change (ALL NEW TEXT) * * * *
[bookmark: _Hlk162638026]8.1 Key Issue1: Enhancements to LCS to support Direct AI/ML based Positioning
The conclusion for supporting Direct AI/ML based Positioning is based on the following principles:
[bookmark: _Hlk167791803]Principle #1: The LMF is enhanced to perform location calculation  based on ML model, and the interaction between LMF and MTLF is only for model provisioning and possibly data collection.
NOTE X: When receiving the request for a UE location, the LMF selects an appropriate method to determine the UE location and may select AI/ML positioning as method.
Principle #x: LMF is enhanced to perform model training, the trigger for data collection and for model training in LMF is up to implementation.
Principle #y: MTLF is enhanced to perform model training
· Principle #2: To retrieve a model to perform location calculation, the LMF discovers a suitable MTLF via NRF.
· Principle #3: NWDAF containing MTLF trains ML model for AI/ML based Positioning based on request from the LMF or internal trigger.
· [bookmark: _Hlk167870470] 	P#3.1 MTLF collects training data (e.g. data as defined by RAN for AI/ML based Positioning and historical data stored in ADRF by the LMF) from data sources. 
Principle #4: LMF or MTLF performs model performance monitoring for AI/ML based Positioning.
· P#4.1 The result of model performance monitoring may trigger the LMF to change the positioning method, e.g., from AI/ML based positioning to the legacy positioning, or vice versa.
· P#4.2 The result of model performance monitoring may trigger ML model retraining in the training entity.
· P#4.3 The detailed procedure and service for this model performance monitoring will be decided in normative phase, the existing ones defined for ML Model Accuracy Monitoring in clause 6.2E of TS 23.288 can be considered to reuse.
Principle #5:  Data used for model training, inference and model performance monitoring for AI/ML based positioning will be decided by RAN WGs, and SA WG2 will align with RAN WGs. The related procedures for data collection will be coordinated with RAN WGs in the normative phase.
NOTE 3: The user’s authorization/consent of collecting UE related training data is needed as specified in TS 23.288 and TS 23.273. 
Principle #6:  The NF profile of the LMF at the NRF will be extended to support selection of an LMF that supports AI/ML based Positioning.
NOTE Z: AMF is not aware of whether LMF perform AI/ML based positioning.


* * * * End of changes * * * *
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