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Abstract: This contribution proposes evaluation and conclusion of KI#2.
1.1 Introduction
There are 6 solution for the KI#2, including Sol#3, 4, 5, 6, 9, 10.
In general, per the proposed solution, there can be several aspects for evaluation: 
· Issue 1: How to decide the maximum number of hops.
· Issue 2: How to count the hops and control based on the maximum number of hops.
· Issue 3: How to perform multi-hop discovery and whether to support path selection.
· Issue 4: How to avoid loop. 
· Issue 5: How to perform link management.
· Issue 6: How to perform IP assignment for Layer-3 Multi-hop UE-to-Network/UE-to-UE Relay. 
· Issue 7: How to handle End-to-End QoS.

Issue 1: How to decide the maximum number of hops. 
The maximum transmitted number of hops of all the broadcast message used for multi-hop UE-to-Network and UE-to-UE Relay shall be restricted. The broadcast messages may include Solicitation for discovery with Model B, Announcement for discovery with Model A, etc.
Alternative 1) the maximum number of hops is decided based on RSC, which can be statically associated with a hop number.
Alternative 2) the maximum number of hops is decided based on the QoS requirement of specific service. The control of hop-limit could be more flexible when there are multiple services associated with the same RSC have different QoS requirements. A “hop-limit” IE is required to be included in the broadcasted messages. The “hop-limit” IE could be a constant value or a TTL.
Alternative 3) the maximum number of hops may be decided based on both RSC and QoS requirement. As combination of Alternative 1) and 2), the Relay may decide the hop-limit based on RSC when there is no “hop-limit” IE included in the received message.
Alternative 3) is suggested as way forward.
Issue 2: How to count the hops and control based on the maximum number of hops.
Alternative 1) Intuitively, a “hop-count” IE which is updated hop-by-hop could be included in the (broadcast) messages, as described in Sol#6. 
Alternative 2) Considering Issue#2, when a list of User Info ID of Relays is included in the message, there is no need to include an additional “hop-count” IE as the number of hops is the number of User Info ID in the list. To check if the number of hops has reached the hop-limit, either to compare the number of hops and maximum number of hops or to check if TTL is 0.
Alternative 2) could save some resource when sending the broadcast messages.
Besides, for MANET-based discovery procedures as proposed in Sol#3 and Sol#4, it may require coordination with MANET protocols to control the hops of PC5 links.
Issue 3: How to perform multi-hop discovery and whether to support path selection.
Alternative 1) The Layer-3 End UE may not care about the path to the target End UE. Sol#3 and Sol#4 utilize MANET-based discovery and path selection.
Alternative 2) info of specific paths for PC5 links may be required. Sol#5 and Sol#6 utilize the (ordered) list of User Info ID of Relays in the path for the path selection.
Issue 4: How to avoid loop. 
Alternative 1) This issue could be simply solved by the control of hops, i.e. the broadcast messages are forwarded until reaching the hop-limit. 
Alternative 2) A possible better way is to avoid loop. 
Considering Issue#2 and Issue#3, when a list of User Info ID of Relays is included in the message, the Intermediate Relays or UE-to-UE Relays could drop the broadcast message if their own User Info ID is already included in the received message, which means that they have forwarded the message previously. Sol#5 uses Alternative 2) while Sol#9 may also use transaction ID to avoid loop.
Issue 5: How to perform link management.
The solutions for this issue could be divided into two kinds: 
Alternative 1) the End UE does not select specific path. The link management may be performed hop-by-hop, i.e. each Relay selects and performs link management with the next hop, or the link management may be performed together with MANET protocols.
Alternative 2) the End UE selects path and includes the End-to-End path info (e.g. an ordered list User Info ID or transaction ID) in the DCR/LMR messages. Each Relay performs link management with the next hop according to the path info. Selecting a specific path could avoid broadcasting DCR message between UE-to-UE Relays, otherwise some enhancement like Layer-2 ID mapping may be required, which will also affect the R18 conclusion.
Sol#3, Sol#4 use the Alternative 1), Sol#5, Sol#6 and Sol#9 use the Alternative 2).
Issue 6: How to perform IP assignment and routing for Layer-3 Multi-hop UE-to-Network/UE-to-UE Relay. 
Alternative 1) The UE-to-UE Relay may act as DHCP server and allocate IP address/prefix for the next-hop UE-to-UE Relay or End UE. 
Alternative 2) The End UE is configured with a routable IP address which does not change when the End UE changes PC5 connection.
Sol#4, Sol#6 uses Alternative 1). Sol#3 supports both Alternative 1) and Alternative 2).
Sol#6 also proposes that the Network may provision IP address pool to UE-to-UE Relays to avoid IP pool conflict.
Issue 7: How to handle End-to-End QoS.
Alternative 1) The End-to-End QoS is handled hop-by-hop, each UE-to-UE Relay decides the QoS of adjacent PC5 hop and the remaining hops. The accepted QoS with adjacent hop is included in the link management messages (DCA/LMA).
Alternative 2) The End-to-End QoS is handled hop-by-hop, each UE-to-UE Relay decides the QoS of adjacent PC5 hop and the remaining hops. The accepted QoS with adjacent hop and accumulated QoS from the target End UE to the Relay are included in the link management messages (DCA/LMA).
Sol#5 uses Alternative 1). Sol#9 uses Alternative 2). Sol#3,4 use MANET protocol which lacks of support for End-to-End QoS.

To sum up, in order to achieve better consistency between the UE-to-Network and UE-to-UE solutions, it is suggested that: Alternative 3) of Issue 1, Alternative 2) of Issue 2, Alternative 2) of Issue 3, Alternative 2) of Issue 4, Alternative 2) of Issue 5, Alternative 1) of Issue 6, Alternative 1) of Issue 7 can be considered as way forward.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-03 version 0.30.
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7.X	Key Issue #2: Support of multi-hop UE-to-UE Relays
For Key Issue #2: “Support of multi-hop UE-to-UE Relays”, based on Table 6.0-1, the solutions can be summarized and evaluated as the following:
Sol#3 is a MANET-based solution. The UE-to-UE Relays establish PC5 link with each other in adjacent and then join a MANET cloud per RSC using MANET protocols with is not defined by 3GPP. The End UE connects to a UE-to-UE Relay and then discovers other End UEs by using DNS. The routing is based on MANET IP routing.
· Configuration/Decision of hop-limit: It is for FFS whether and how to coordinate with MANET protocols.
· Routing Info: based on MANET protocol.
· Avoiding loop: based on MANET protocol. 
· IP address/prefix management: End UE may be configured/selects a routable IP address, the IP address does not change when changing UE-to-UE Relay. Or, some UE-to-UE Relay may act as DHCP server.
Sol#3 simplifies the discovery and IP routing from the perspective of 3GPP by leveraging MANET protocols. It is for FFS whether and how to coordinate MANET in terms of :
· Security:
· Whether there is any security issue when the Relay connected with End UE tells other Relays the associations of End UE’s User Info ID and IP address, considering the User Info ID is protected during discovery procedure from being known by U2U Relay in R18.
· For the procedure of Link identifier update for PC5 communication via 5G ProSe Layer-3 UE-to-UE Relay as described in TS 23.304 clause 6.7.1.2, whether and how this procedure is done according to privacy requirement when Layer-2 ID/User Info ID/IP address of one End UE is changed. E.g, how does the MANET know the "peer" of this End UE.
· QoS handling: Whether and how to perform PC5 QoS handling considering the path selection is based on MANET protocol. Besides, as described in RFC7181, the Link metrics used by OLSRv2 "are defined to be directional; the link metric from one router to another may be different from that on the reverse link". i.e. there may be cases that E2E QoS handling needs to be performed on two different paths between Source and Target UE.
· Hop-limit: whether and how does the Source UE could obtain and control the number of hops to Target UE when using DNS query for discovery.
Sol#4 is a MANET-based solution. Each of the UE-to-UE Relays discovers the UEs in proximity then share the info of End UEs to the MANET. A new info referred to as MANET Discovery Info is proposed, which contains the identity of UE-to-UE Relay, list of discovered User Info IDs (per RSC), Signalling Endpoint Address (IP address and port number) and optionally Security information. The proposed info may be a new MANET message or an IE in the MANET TC message. Both the proposed message and Direct Communication messages are propagated over the MANET network, the entire MANET behaves as a single ProSe UE-to-UE Relay, thus there is no impact on the End UEs. It is also for FFS whether and how to coordinate MANET with the requirements of security, handling End-to-End PC5 QoS, controlling hops, etc. 
The MANET-based solutions avoid discussing the issues like multi-hop path selection and IP routing in 3GPP. However, there are still many issues to be solved before PC5 could work with MANET protocols. These issues may further require co-work with IETF and introduce additional complexity to 3GPP.

Sol#5 is similar with Sol#7 of KI#1. Sol#5 proposes the decision of maximum number of hops may be based on QoS requirement and RSC. When the UE-to-UE Relay forwards the Solicitation or Announcement message, it includes its own User Info ID in the message. The “hop-limit” IE is included in the message as a constant value or TTL, while no “hop count” IE is included as the number of hops could be counted by the number of User Info IDs of Relays in the list.
Sol#6 proposes the decision of maximum number of hops is based on RSC. A “hop count” IE and a list of Relays are included in the discovery messages. Each UE-to-UE Relay may include link quality information in the Relay discovery message, the End UE may choose the path based on number of hops, End-to-End delay, channel quality, etc.
· Configuration/Decision of hop-limit: per RSC.
· Controlling hops of messages: a “hop count” IE.
· Routing Info: a list of UE-to-UE Relays.
· Avoiding loop: the UE-to-UE Relay forwards the message unless its own User Info ID is included in the routing info in the message.
· IP address/prefix management: each UE-to-UE Relay works as DHCP server, i.e. each UE-to-UE Relay assigns IP address for the next hop. The IP address pool is configured by NW to avoid collision. UE-to-UE Relay UEs may share their range of IP address with other UE-to-UE Relay UE.
· QoS handling: Each UE-to-UE Relay decides the remaining QoS.

Sol#9 proposes that only Model B discovery may be adopted for multi-hop Relay discovery and proposes a method of shortest path discovery, i.e. the one firstly completing delivery of the Discovery message is selected as the path. A transaction ID is included in the Solicitation message for the UE-to-UE Relay to determine whether to handle the message and to route the subsequent Response and DCR message. For QoS handling, per-hop UE-to-UE Relay splits the End-to-End QoS into the QoS of last hop and the remaining hops. The accumulated QoS parameters together with the accepted QoS parameters are included in the DCA/LMA messages, for the UE-to-UE Relays to judge whether their previously split QoS is accepted.
· Configuration/Decision of hop-limit: configured via core network to UE-to-UE Relay
· Controlling hops of messages: hop count or the number of User Info IDs of Relays of the list if (optionally) included in the message.
· Routing Info: transaction ID, optionally User Info ID of UE-to-UE Relay list.
· Avoiding loop: The UE-to-UE Relay determines to forward the message by checking the transaction ID, User Info IDs of discoverer and discoveree, or User Info ID of itself is contained in the User Info ID of UE-to-UE Relay list if the list exists.
· Link management: a transaction ID is included in the DCR/LMR message.
· QoS handling: Each UE-to-UE Relay could split the received QoS into the QoS of last hop and the remaining QoS. Both accepted QoS and accumulated QoS are included in DCA/LMA.

Sol#10 proposes that MaxAllowedHops and hopsIndex are included in the Announcement message, used as “hop-limit” and “hop count”. The previous hop UE-to-UE Relay info (User Info ID or Layer-2 ID) is also included. The main features proposed in Sol#10 are basically similar and included in other solutions.

In conclusion, the main features of the solutions for KI#2 can be categorized as.in Table 7.x-1.
Table 7.x-1 Features Categorization
	　
	Feature
	Pros
	Cons

	R18 based Solutions
	Deciding hop-limit for discovery
	Per RSC
	No hop-limit IE required in the messages
	Inflexible when multiple services associated with same RSC have different QoS requirement

	
	
	Based on QoS requirement
	More flexible
	Hop-limit is required in the messages (as const or TTL)

	
	Whether and how to select path
	 Select path by an (ordered) list of Relays
	Applicable UE-to-Network and UE-to-UE, could be used for avoiding loop
	More discovery message overhead

	
	
	a list of Relays 
and a transaction ID
	Less message overhead in Response and DCR message.
	May need to avoid conflict of transaction ID between End UE.

	
	How to count transmitted hops of broadcast messages
	A "hop count" IE
	Saves the "hop-limit" IE when provisioned per RSC hop-limit
	Redundant if list of Relays already included

	
	
	Number of User Info IDs in the list of Relays
	Saves the "hop count" IE
	May require the "hop-limit" IE if per RSC hop-limit is not provisioned

	
	How to avoid broadcast storm
	Based on hop count
	Shorter message
	More messages, not avoiding loop

	
	
	Based on list of Relays
	Avoid loop
	Longer message

	
	How to perform link management
	Based on path selection
(ordered list of Relays)
	Avoid broadcasting DCR message between UE-to-UE Relays
	More link management message overhead

	
	
	Based on list of Relays and a transaction ID
	Less message overhead in DCA/LMA 
	The ID may need to be unique between End UEs

	
	IP assignment
	Centralized
	Simpler uplink routing
	Avoiding conflict is required

	
	
	Distributed
	Simpler IP allocation
	Enhanced Uplink routing is required

	
	
	Self-selected
	No need for IP allocation;
Better service continuity
	Avoiding conflict is required; IP address reporting is required

	
	PC5 QoS handling
	Split remaining QoS per hop
	Less message overhead as only "remaining QoS" is included in DCR/LMR
	Remote UE/Relay may need additional "accumulated QoS" IE to know whether entire "remaining QoS" is accepted.

	
	
	Decide per hop QoS based on End-to-End QoS
	Simpler logic for Relay
	If equally split, channel conditions may not match; the total number of hops may be required by each Relay

	MANET based Solutions
	Hop-limit, 
Path selection, 
Hop count, 
Avoid broadcast storm, 
IP assignment
	based on MANET protocol
	Simpler discovery and IP routing for 3GPP
	How to coordinate PC5 and MANET protocols is for FFS, may introduce additional complexity.
Whether and how to be compatible with R18 may also need further study.

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	Link management
	 Relay establishes PC5 with adjacent Relays
	
	

	
	
	forward PC5 DC message through MANET
	no impact on the End UEs
	

	
	QoS handling
	FFS
	FFS
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The following principles are concluded for the normative work of KI#2: 
The support of multi-hop UE-to-UE Relay is based on the extension of R18 methods as described in TS 23.304. 
· For 5G ProSe multi-hop UE-to-UE Relay Discovery, both Model A and Model B are supported.
· The maximum number of hops could be decided per RSC, or be decided by End UE based on QoS requirements.
· UE-to-UE Relay includes its own User Info ID when relaying the discovery message.
· 5G ProSe End UE selects the multi-hop UE-to-UE Relay path to another 5G ProSe End UE.
· To perform link management, the DCR message is unicasted between Relays according to the path information included in the message. The path information is an (ordered) list User Info ID of Relays in the selected path. 5G ProSe End UE sends the selected path information to the UE-to-UE Relay for communication setup.
· Each UE-to-UE Relay may act as DHCP server and allocate IP address/prefix for the next-hop. To avoid conflict, the Network may provision IP address pool to different UE-to-UE Relays.
· The End-to-End QoS is handled hop-by-hop, by using Rel-18 QoS handling mechanism, each UE-to-UE Relay decides the QoS of adjacent PC5 hop and the remaining hops.
* * * * End of changes * * * *
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