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1. Discussion
1.1 Evaluation of Solutions proposing data collections for training LMF-side models
This paper provides evaluation and proposed conclusion for solutions agreed in TR 23.700-84 that propose data collection aspects for training "LMF-side" models.
A brief summary of each solution is shown in the table below:
Table 1: Summary of data collection proposals
	Solution #
	LMF-side model Training Function
	Data Collection Function
	Data Collection Service
	Data Collection from UE and RAN
	Storage of training data

	1, 11
	MTLF
	GMLC/LMF
	Enhance GMLC service to request collection of training data
	Re-use LPP/NRPPa
	ADRF

	2
	LMF or MTLF
	LMF or other NF (no details specified)
	Not specified
	Not specified
	Not specified

	3
	MTLF
	Not specified
	Not specified
	Not specified
	Not specified

	4
	Not specified (any NF that trains LMF-side models)
	LMF
	Enhance LMF service to request collection of training data (e.g. Nlmf_Event_exposure service)
	Re-use LPP/NRPPa
	ADRF

	6
	LMF
	LMF (the same LMF that trains the LMF-side model)
	Not specified
	Re-use NRPPa
	not specified

	7
	LMF or other NF
	AMF
	New AMF service to request collection of training data
	New protocol needs to be defined
	ADRF

	10
	MTLF
	LMF
	New Nlmf_Event_Exposure service
	FFS 
	not specified


NOTE: 	Solutions 8, 9 are not captured as it mostly focuses on ML performance monitoring
Evaluation comments for each solution are:
-	Solutions 1,11 have the advantage of re-using existing framework (via GMLC) to collect training data from UE and RAN. The GMLC service needs to be enhanced to allow the GMLC to identify to collect training data rather than location data from one or more UEs. The GMLC service needs also to be enhanced to support collection data in an area of interest as currently the GMLC service supports requests on per UE basis (i.e. each GMLC service is associated to a single UE). An advantage of this solution is that the existing protocols are used (i.e. LPP/NRPPa) for collecting training data from UE and/or RAN. The LMF also stores the training data to ADRF that can be used for training/re-training LMF-side ML models. Disadvantages of solution 1 is the signalling burden on the GMLC as the GMLC needs to handle large bulk of data (this disadvantage is resolved by Solution 11 where the LMF provides training data directly to the data collection function).
-	Solutions 2 and 3 does not provide details on how data collection is performed but include the LMF as a potential function for collecting training data
-	Solutions 4 and 10, propose the LMF to be the main function for collecting training data. The function that trains the LMF-side model triggers the LMF to collect data using a new LMF service (e.g. Nlmf_Event_Exposure service). The advantage of this approach is the support of bulk subscription as the new service can point to collect training data in an area of interest. New functionality is needed at the LMF to identify UEs to collect training data.
-	Solution 6 propose the LMF that trains the model to be responsible for collecting training data. No details have been specified on how training data are collected but the NRPP protocol is re-used. The main disadvantage of this approach is that there is no support of bulk subscription. The LMF needs to use legacy procedure to collect training data on per UE basis.
-	Solution 7 propose the AMF to be the main function for collecting training data. Bulk subscription is supported by defining a new Event ID that allows the AMF to determine to collect training data from UE and/or RAN. No details have been provided on the method the UE and RAN report training data. One disadvantage is that a new protocol may need to be supported at RAN and UE to provide the training data or the AMF needs to have LMF-like functionality and trigger data collection using LPP/NRPP protocol.
1.2 Proposed conclusions
It is proposed to proceed to the normative phase with solutions proposing data collection from the LMF as described in solutions 4 and 10 by defining a new Event Exposure service offered by the LMF.
The reasoning is based on the following:
-	Future proof solution as the procedure can be re-used for data collection for training models used for positioning supporting other use cases. LMF also support both control plane and user plane procedures for data collection from the UE
-	Re-using existing LPP and NRPPa protocol to collect training data from UE and RAN respectively with no/minimal changes to the protocol
-	One point of contact for collecting training data 
-	Supporting bulk subscriptions, e.g., to collect training data in an area from multiple UEs and/or RAN nodes.


2. Proposal
[bookmark: _Toc519004414]The proposal is capture in TR 23.700-84 as follows:
************************************** FIRST CHANGE ****************************************
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Editor's note:	This clause will provide a general evaluation and comparison of the solutions per Key Issue #<X>.
7.x	KI#1: Evaluation of Solutions proposing data collections for training LMF-side models

A brief summary of each solution is shown in the table below:
Table 7.x-1: Summary of data collection proposals
	Solution #
	LMF-side model Training Function
	Data Collection Function
	Data Collection Service
	Data Collection from UE and RAN
	Storage of training data

	1, 11
	MTLF
	GMLC/LMF
	Enhance GMLC service to request collection of training data
	Re-use LPP/NRPPa
	ADRF

	2
	LMF or MTLF
	LMF or other NF (no details specified)
	Not specified
	Not specified
	Not specified

	3
	MTLF
	Not specified
	Not specified
	Not specified
	Not specified

	4
	Not specified (any NF that trains LMF-side models)
	LMF
	Enhance LMF service to request collection of training data (e.g. Nlmf_Event_exposure service)
	Re-use LPP/NRPPa
	ADRF

	6
	LMF
	LMF (the same LMF that trains the LMF-side model)
	Not specified
	Re-use NRPPa
	not specified

	7
	LMF or other NF
	AMF
	New AMF service to request collection of training data
	New protocol needs to be defined
	ADRF

	10
	MTLF
	LMF
	New Nlmf_Event_Exposure service
	FFS 
	not specified


NOTE: 	Solutions 8, 9 are not captured as it mostly focuses on ML performance monitoring
Evaluation comments for each solution are:
-	Solutions 1,11 have the advantage of re-using existing framework (via GMLC) to collect training data from UE and RAN. The GMLC service needs to be enhanced to allow the GMLC to identify to collect training data rather than location data from one or more UEs. The GMLC service needs also to be enhanced to support collection data in an area of interest as currently the GMLC service supports requests on per UE basis (i.e. each GMLC service is associated to a single UE). An advantage of this solution is that the existing protocols are used (i.e. LPP/NRPPa) for collecting training data from UE and/or RAN. The LMF also stores the training data to ADRF that can be used for training/re-training LMF-side ML models. Disadvantages of solution 1 is the signalling burden on the GMLC as the GMLC needs to handle large bulk of data (this disadvantage is resolved by Solution 11 where the LMF provides training data directly to the data collection function).
-	Solutions 2 and 3 does not provide details on how data collection is performed but include the LMF as a potential function for collecting training data
-	Solutions 4 and 10, propose the LMF to be the main function for collecting training data. The function that trains the LMF-side model triggers the LMF to collect data using a new LMF service (e.g. Nlmf_Event_Exposure service). The advantage of this approach is the support of bulk subscription as the new service can point to collect training data in an area of interest. New functionality is needed at the LMF to identify UEs to collect training data.
-	Solution 6 propose the LMF that trains the model to be responsible for collecting training data. No details have been specified on how training data are collected but the NRPP protocol is re-used. The main disadvantage of this approach is that there is no support of bulk subscription. The LMF needs to use legacy procedure to collect training data on per UE basis.
-	Solution 7 propose the AMF to be the main function for collecting training data. Bulk subscription is supported by defining a new Event ID that allows the AMF to determine to collect training data from UE and/or RAN. No details have been provided on the method the UE and RAN report training data. One disadvantage is that a new protocol may need to be supported at RAN and UE to provide the training data or the AMF needs to have LMF-like functionality and trigger data collection using LPP/NRPP protocol.
************************************** SECOND CHANGE *************************************
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Editor's note:	This clause will capture conclusions for the study.
8.x	Conclusions for KI#1 
8.x.1	Data Collection for training LMF-side models
It is proposed to proceed to the normative phase with solutions proposing data collection from the LMF as described in solutions 4 and 10 by defining a new Event Exposure service offered by the LMF.
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