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1. Discussion
It is the responsibility of LMF to perform Direct AIML based positioining. AnLF performs Analytics, which is either predictions or statistics. A Model for Analytics can be used by AnLF and a model for positioining is used by LMF, but not AnLF. It is important to separate the responsibilities between NFs, therefore AnLF shall not calculate (or perform inference) for positioining using a model for positioining. 
LMF decides which positioning technique (including AIML based) it uses to perform Direct positioning. AIML based positioning is just one out of others. The type of technique is not registered into NRF today. And therefore there is no reason why we shall start doing so for this technique.
There have been discussions on collocating an AnLF inside LMF. This is an major extension of the concept of collocation which in TS 23.288 refers to a deployment alternative. It is not fully clear what the impact on specifications of this type of colloaction would mean. It is much more straight forward to just state that LMF performs inference. 
According to the SiD for AIML_CN, we shall study whether and how to consider enhancements to LCS to support AI/ML based positioning considering the conclusions in 3GPP TR 38.843. RAN is working on defining which data to be used for Direct AIML based positioning. Until they have concluded, no work in normative phase on how and what data to be retrived shall be done in SA2. The only conclusion so far in the RAN technical report, is that data is available at LMF.
UE data and its retrival is out of scope. 
The ML model for Direct positioning may be a model not requiering extensive training resources, therefore suitable for being trained inside LMF, either as batch or online training. SA5 has defined training in TS 28.105, covering OAM, RAN and Core. It is therefore suggested re-using this training capability, by extending sol#6 when introducing training outside LMF.

2. Text Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-13 v0.3.0:


* * * Start of Change * * * *
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Editor's note:	This clause will capture conclusions for the study.
8.X	Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning

For KI#1, it proposes the following principles:
General aspects:
-	LMF performs inference for Direct AIML based positioning and the decision on what positioning method/technique (including AIML based positioning method) to use is done by LMF
-	The LMF does not register, into NRF a capability of the type of positioning method its uses for Direct positioning 
-	An ML model for Direct AIML positioning is not a model for Analytics
-	NWDAF containing AnLF is not performing inference for Direct positioning.
-	Evolving collocation concept into having an AnLF inside LMF is not part of normative phase
-	
Data retrival aspects:
-	The data is retrieved by LMF and is decided by RAN groups.
-	Data retrieval (i.e. how data is retrieved) is decided by RAN groups.
-	No normative work on data retrieval shall start until RAN groups have finished and concluded

Training aspects:
-	Two types of training are possible. One being inside of LMF, this can be online training training, which is left for implementation. The other being training done outside LMF, according to TS 28.105.
-	If in normative phase an identification of a model is belived to be needed, then a new type of identification is used, not re-suing Analytics ID

Monitoring aspects:
-	The Entity responsible for training also performs model performance monitoring.
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