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Abstract: It is proposed to add conclusions for the Key Issue #2 on VFL support in 5GC.
1. Introduction/Discussion
[bookmark: _Hlk155785484]
This contribution proposes the interim conclusions for KI#2 on 5GC Support for Vertical Federated Learning. The proposed principles have the following main architectural design considerations:
· Include as part of the interim conclusion the following VFL process: VFL Training Preparation (NF discovery and Participant Selection); VFL Training Execution, and VFL Inference.
· Conclude the normative phase will be based on the architectural design option with a VFL Server being both a coordinator of VFL processes as well as an Active VFL Participant and VFL Clients having the role of Passive VFL Participants. . This design option has the following advantages:
· Allows for a simple and unambiguous definition of concerns between VFL Server and VFL Client. 
· Simplifies the changes required for discovery and selection of NWDAF/AF to participate in VFL process. 
· Simplify (and reduces) signalling of VFL process, as the involved entities will be actually also performing a calculation that is relevant for the final target (e.g., final VFL based training models, or generation of analytics output based on VFL inference process). 

Below we list the mapping of the principles discussed in the NWM and the list of principles that we propose for the interim conclusion. There is a large overlap on our proposal to the principles already discussed. Additionally, we also included extra principles that are either an effect or consequence of a principle discussed in the NWM or that are common in different solutions for KI#2 and should also be capture in the interim conclusion. 
As a summary, we propose 27->25 principles for the interim conclusion of KI#2 that are related as follows to the NWM Discussion:
· From 13 consolidated principles from the NWM discussion our proposal covers 12 of those principles.
· From 6 Interim principle(s) with less support from NWM our proposal covers all the 6 principles.
· From 13 Additional principle(s) raised in the 1st round NWM discussion our proposal covers 4 of those principles.
· We added 9 new principles reflecting concepts proposed by the solutions #13, #14, #15, #16, #18, #22, #23.
NOTE: 	There is some level of overlap on mapping between NWM principles mapped to the same principle proposed for interim conclusion. This is highlighted in the tables below. 



Consolidated principle(s) from NWM mapping to principle proposed in this contribution:
	Principle from NWM Discussion
	Proposal of Interim Conclusion

	P#2.3
	Concept reflected in A.3

	P#2.3.1
	Covered with rewording in B.1

	P#2.3.2
	Covered with rewording in C.1

	P#2.4
	Concept reflected in A.3

	P#2.4.1
	Covered with rewording in C.1; C.3 is a consequence of P#2.4.1

	P#2.4.2
	Not covered

	P#2.5
	Concept reflected in A.4

	P#2.5.1
	Covered in D5

	P#2.5.2
	Covered in A.9 and E.1

	P#2.5.3
	Covered in D3

	P#2.6
	Concept reflected in A.5

	P#2.6.1
	Covered in E.4

	P#2.6.2
	Covered with rewording in E.1



Interim principle(s) with less support from NWM mapping to principle proposed in this contribution:
	Principle from NWM Discussion
	Proposal of Interim Conclusion

	P#2.1
	Concept reflected in A.1 and A.2

	P#2.1.1
	Covered in A.1

	P#2.1.2
	Covered in A.2

	P#2.1.3
	Covered in A.1

	P#2.1.4
	Covered in A.2

	P#2.2
	Covered in A.1



Additional principle(s) raised in the 1st round NWM discussion mapping to principle proposed in this contribution

	Principle from NWM Discussion
	Proposal of Interim Conclusion

	P#2.7 
	Rewording covered in in A.1 and A.2

	P#2.8
	Covered in A.7

	P#2.9 
	Covered in A.6

	P#2.18 
	Covered in C.4




New Principles (not discussed in the NWM) proposed for the interim Conclusion:
	New Principle for Interim Conclusion
	Source or Justification

	A.10
	Solution #18, #16 (hinted), #23

	A.12
	Solution #18 and a consequence of P#2.5.2

	A.13
	Solution #18

	C.2
	Solutions #15, #16, #18, #22, #23

	D.1
	Counterpart wording from Consolidated P#2.5.3

	D.2
	Complete or partially described in Solutions #13, #14, #15, #18, #23  

	D.4
	Complete or partially described in Solutions #13, #14, #15, #18, #23  

	E.2
	Solution #18

	E.3
	Solution #13, #14, #18


2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-84.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change (ALL NEW TEXT) * * * *
8.2 Key Issue #2: 5GC Support for Vertical Federated Learning
A) The following general principles are proposed as interim conclusion for KI#2:
-	The following roles shall be supported:
-	A.1) VFL Server: an NWDAF or AF with label, integrating all the local training results and computing gradient information or loss information for the local ML model update. It also coordinates the VFL training process by discovering and selecting VFL clients. In VFL inference process, The VFL server aggregates local inference results from VFL clients to generate the final VFL inference result and sends the final VFL inference result to the VFL inference consumer.  
-	A.2) VFL Client: An NWDAF or AF which holds the local dataset and performs local training and inference. There can be multiple VFL Clients in VFL training and inference. The VFL client does not have label.. 
-	The following VFL processes shall be supported:
-	A.3) VFL Training Preparation: this process corresponds to the tasks of discovering the VFL clients, selection and alignment of samples.
-	A.4) VFL Training Execution: this process corresponds to the interactions among the VFL clients in order to jointly train the local models of each client
-	A.5) VFL Inference: this process corresponds to the interactions among the VFL client(s) in order to provide an analytics output based on VFL model(s)
-	A.6) VFL process is associated with an analytics ID (i.e., VFL training of models for analytics ID, VFL inference for an analytics ID).
-	A.7) A single VFL Server exist for one VFL training process and at least one VFL Client exists for one VFL training process. 
-	A.8) The ML Models (at least one ML model associated with the VFL Server and one ML model associated with the VFL Client) being jointly trained in a VFL training process are different from each other and trained by different NFs (i.e., NWDAF(s) and/or AF(s)). 
-	A.9) An identifier (e.g., VFL correlation ID or Joint VFL ID) is used to correlate the VFL Server and VFL Clients involved in the same VFL Model training process and their associated ML Model identifiers that are involved in the joint training process. 
-	A.10) Two levels of identifiers are used to properly identify ML models associated with a VFL process: the unique ML model identifier and the VFL correlation ID. 
-	A.11) NWDAF or AF with VFL Capability has the VFL related configuration, that supports the determination of the parameters (e.g., allowed AFs, allowed Vendors, supported loss functions) to be used by the NWDAF or AF executing a VFL training and/or VFL inference. 

B) The following specific principles for registration and discovery of VFL Clients are proposed as interim conclusion for KI#2:
-	B.1) NWDAF and AF profile is enhanced with the VFL Capability Information. 

C) The following specific principles for VFL Training Preparation are proposed as interim conclusion for KI#2:
-	C.1) Two-step approach to select training participants: discovery of NWDAF(s) and/or AF(s) with VFL Capability; followed by the selection of the candidate VFL Participants that can support the required samples
-	C.2) A single round of sample alignment will be performed (no rounds of negotiations are required) among the candidate VFL participants.
-	C.3) The final list of VFL clients comprises all the NFs (i.e., NWDAFs and/or AFs) that fulfil the sample alignment requirements for a VFL training process identified with the VFL correlation ID. 
-	C.4) UE ID and time related information can be used for sample alignment, so that the features are timely relevant. 

D) The following specific principles for VFL Training are proposed as interim conclusion for KI#2:
· D.1) VFL Clients compute the intermediary results and provide report: intermediary results for VFL model correlation ID and intermediary training results identification (e.g. timestamps)
· D.2) VFL server computes the intermediary results for its local ML model involved in the joint VFL training process. 
· D.3) The VFL server can process (e.g., aggregate and concatenate) intermediate results from VFL client(s) and from itself based on its own ML model or algorithm.
· D.4) VFL server may compute different information (e.g., gradient information, loss information) for updating its own local model and the models of VFL clients.
· D.5) A VFL server (i.e., an NWDAF or an AF) initiates a VFL training process with the VFL client(s). When the VFL server is an untrusted AF, the interactions between VFL Server (i.e., AF) and VFL clients (i.e., NWDAFs) are executed via NEF. 

E) The following specific principles for VFL inference are proposed as interim conclusion for KI#2:
-	E.1) The same VFL correlation ID allocated to the VFL participants and their associated ML Models is also used during VFL inference.
-	E.2) NF consumer of analytics is not aware of any VFL process used for the generation of the analytics output.
-	E.3) The execution of VFL inference process may be controlled by a set of requirements, i.e., whether the determination if all VFL participants (i.e., active and passive VFL participants) are needed in the VFL inference process may be based on accuracy requirements, the VFL signalling and load cost, and temporal availability of output from VFL participants.
-	E.4) When an NF consumer of analytics requires an analytics output that is determined to be generated via VFL, the VFL server capable of handling the VFL inference process for the required analytics will coordinate the VFL inference process and provide the required analytics to the NF consumer of analytics.
NOTE 1: 	The details of the accuracy monitoring related to VFL process will be defined in the normative phase.
NOTE 2: 	The details of (optionally new) services and detailed list of parameters to enable the VFL processes will be defined in the normative phase.


* * * * End of changes * * * *
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