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[bookmark: _Toc352077766]1. Discussion

[bookmark: _Toc157534614][bookmark: _Toc160781893][bookmark: _Toc165092281]5.2.2	Key Issue #2: 5GC Support for Vertical Federated Learning
This key issue aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. In particular, datasets used for each local model need to share the same samples while holding different features.
In Rel-18, ML model sharing between NWDAFs has been studied as a part of Horizontal Federated Learning. However, federated learning between NWDAF and AF has not been studied (e.g. when the NWDAFs and/or AFs are in different domains, locations, regions etc).
Vertical Federated Learning (VFL) can be considered as an alternative mechanism for distributed functionalities of an ML model. Note that, as scoped in Rel-19, NWDAF and/or AF may be involved for VFL.
This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
NOTE 1: 	Application layer-based VFL requiring communication between AFs and/or UEs application client, is out of scope.
NOTE 2:	During the study on this KI, consultation with SA WG3 is required for handling security aspects.
NOTE 3:	RAN and UE aspects are out of scope.
NOTE 4:	The existing procedures defined for Horizontal FL in TS 23.288 [5] will be taken into account when studying the procedure for VFL.
This document aims to provide evaluations for the solutions proposed for Key Issue #02. 
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Incorporate the following text in TR 23.700-84.
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7.2.2 Evaluation of Solutions for Key Issue #2: 5GC Support for Vertical Federated Learning

The proposed solution can be categorized into two categories with those considering NWDAF as VFL Server are solution#13 (only training case), solution # 14, solution # 15(only VFL inference discussed), solution #16, solution #22, solution # 25 (only discovery of VFL participants), Whereas solutions considering AF as VFL Servers are #13(only VFL Training), #18. #19(only VFL inference), #21, #23, #24, #25. While solution # 17 outline generic structure without mapping. 
Solution #20 and #23 considers the internal existing split of NWDAF both during the training and during inference, necessary to have VFL compatibility with existing architectural requirements. 
The Table 7.2.2 outline, solutions in referenced to use case type, main principles, impacts entities as well as open Issues within the existing issues. 
Brife summary of each solution proposed for Key Issue #2 is also provided below,  
Solution # 13 outlines a detailed process for VFL model training between AF and NWDAF(s), with AF as active party and NEF facilitates sample/feature alignment, With Assumption only AF has the labels.
Solution #14 proposes VFL training and inference controlled by NWDAF. NWDAF shares the initial model and received the trained model from the trained consumer. Training Impact should consider the role NEF in case of untrusted AF. 
Solution #15 proposes VFL training and inference initiated by Active Participant. 
Solution # 16 outlines VFL Registration and Discovery procedure, proposed VFL training procedure involves VfL preparations, Data pre-processing sample/feature alignment, and VFL training. VFL distributed inference initiated by VFL Server.  
Solution # 17 outlines Discovery and selection of VFL clients by VFL Server. 
Solution # 18 outlines VFL Participants discovery, Registration VFL training and VFL inference procedures for use cases 4 and 5. Proposed solution considers for both scenario in NWDAF is VFL Server and AF as VFL Server.   
Solution #19 outlines VFL inference procedure for two cases when VFL inference participants are same as of VFL training and in other one the participants are different. 
Solution #20 outlines VFL collaborative inference procedure for outlining VFL inference Server discover and select VFL Inference Clients (i.e. NWDAF(s) and/or AF(s)) for VFL Inference and aggregate the intermediate inference results from other VFL Inference Clients. Also, each NWDAF containing AnLF participating the inference needs to provision ML Model for VFL Inference from NWDAF containing MTLF. 
Solution # 21 Outlines VFL solution in which VFL sub-models running in the network and the AF generates customized analytics based on an on-going session to influence the AF and UE application to optimize QoE experienced by the user.
Solution # 22 focuses on using existing internal NWDAF architecture with MTLF for training models and AnLF for inference. NWDAF as VFL server and AF as VFL Client. VFL Server coordinates VFL process and assigns VFL Correlation ID (a unique identifier). The VFL trained model are being stored in ADRF.  
Solution # 23 outlines VFL inference and training procedure covering NWDAF as VFL Server as well the case where AF as a VFL Server. 
Solution #24 outlines the VFL discovery procedures with NEF doing the Filtering for AF. 
Solution # 25 Discovery and Registration Procedures for VFL passive participants by VFL active participants outlined with same VFL participants both for training and inference.   
Table 7.2-2: Comaprison of solutions for key issue 2
	Sol#
	Use Cases
	Main Principles 
	Main Impacts
	Open Issues

	13
	· Use Case #5 
· Scenario 01: AF (VFL Active Participant) and initiates VFL training process. 
· Scenario 02: NWDAF initiates the VFL training process.    
	· VFL Active Participant equals VFL server, and Passive Party equals to VFL Clients.  
· (AF): Initiates VFL task, aligns samples/features, sends initial model, collects training results, stores well-trained model. Only AF has labels.
· VFL Passive Participant (NWDAF): Aligns samples/features, receives initial model, trains local model, sends training results.

	· NWDAF
·  NEF

	· Model is a proprietary entity, sharing raises security issues furthermore Model storage needed clarification. 
· The role of the Network Exposure Function (NEF) with alignment features and masking NWDAF IDs needs further definition.
· Sharing raw features for alignment might expose sensitive information and should not be standardized.
· The process for NWDAF initiating VFL (Vertical Feature Learning) training interactions needs clarification. Do AF shares labels with NWDAF? 


	14
	· Use case 4, 5,
· NWDAF control the VFL Training and Inference Procedure. 
· NWDAF- (VFL Server) 
· AF/NWDAF – (VFL clients) 

	· Consumer sends a subscription request to NWDAF for ML model training, including analytics ID and ML model metric.
· NWDAF selects VFL clients (e.g., VFL client NWDAF, AF) and sends a training request with initial ML model, sample alignment, and VFL model correlation ID.
· VFL clients perform local training and report results to NWDAF for aggregation and model update iteratively until convergence.
· NWDAF triggers VFL inference, 

	· NWDAF
· NRF
· NEF

	· VFL Client selection case AF is missing, 
· online accuracy monitoring during VFL training by consumer required further explanation, 
· Model Sharing initially, and post-training by VFL Server and reusing for different VFL clients, requires different raises security issues furthermore Model storage needed clarification. 
· VFL training, VFL inference procedure doesn’t considers internal NWDAF Split,   


	15
	· Use case 4, 5 
· VFL Server/Active Participant
· VFL Client – Passive Participant
· VFL Server/Active Participant initiate training.

	· VFL server receives a model training request, identifies potential VFL functions, aligns samples and features, and selects VFL participants.
· AnLF interfaces with VFL server/active participant, sends inference request to VFL clients, aggregates inference outputs, and delivers analytic output to the consumer.
	· MTLF
· AnLF 

	· Active/Passive Participant mapping to existing NWDAF split   needed 
· VFL inference procedure requires further explanation with consideration of internal split and role of Active/Participants, how AnLF determines VFL model without MTLF. 
· Impacts should consider existing such as NEF, NRF. 


	16
	· Use case 4,  
· NWDAF- VFL Server 
· AF/NWDAF – VFL clients 
· VFL Server coordinates the VFL Operations. 


	· Outlines Registration and Discovery of VFL Server and Clients at NRF. 
· VFL Training Procedure involves VFL training Preparation, VFL data alignment, VFL participant selection and VFL training steps.  
· VFL Server trigger distributed inference with participants may shares local inference updates in case of AF.

	· NWDAF 
· NEF
· AF 

	· VFL inference procedure doesn’t considers internal NWDAF Split. 
· Data Pre-processing alignment may expose sensitive information, motivation for VFL participants for sharing intermediate results is missing, 
· Indication of time capability for VFL relevance to outline is missing. 


	17
	· Use case 5,  
· VFL server: NF with labels for VFL training tasks.
· VFL client: NF with required input data but without labels, acting as passive participants in VFL.
	· VFL Server NWDAF discovers and selects other NWDAFs as VFL Clients from NRF based on criteria like Analytic ID, FL capability Type, Service Area, etc.
· VFL Server NWDAF sends Federated Learning joining requests to VFL Clients, specifying parameters like type of loss and maximum response time.
· VFL Clients respond with their final decision to join VFL.
· VFL Server determines the final list of VFL Clients to be involved in the VFL procedures.
	· NWDAF
· NRF
· NEF
	· Procedures doesn’t consider NWDAF internal split, 
· Registration procedure needed to more flags as discussed in other solutions.
· Explanation regarding same procedures can be used during inference is missing.
· Which entity play roles of VFL/client is unclear


	18
	· Use case 4, 5 
· NWDAF/AF -VFL Server (Active Participant) 
· NWDAF/AF- VFL Client(s) (Passive Participant).
	· NWDAF or AF (Non-trust via NEF) discovers and selects VFL clients based on VFL capability types, time intervals.
· VFL Training involves Preparation phase which includes Sample alignment between VFL participants. Execution phase invloves Iterative model training and result aggregation.
· Assigns VFL task correlation ID used for correlating the VFL training and VFL inference processes. 
· NWDAF/AF as VFL server triggers inference based on jointly trained models.
	· NWDAF 
· NEF 
· AF
	· Storage and provisioning of locally trained model post-training and in case inference is missing, 
· NWDAF existing internal split mapping is missing.

	19
	· Use case 5.
· VFL Inference Procedure
· AF initiated Scenario
	
· Same VFL Training participant selected for Inference. 
· Different VFL Participants for VFL inference. 
	· AF
· NEF
	· NWDAF existing Split is missing, 
· Consider Trusted AF case 
· Model transfer, identification, Provisioning mechanism is missing for case 02, 

	20
	· Use Case 4, 5
· VFL Inference Procedure 
· NWDAF- VFL Server 
· AF/NWDAF – VFL clients 


	· NWDAF containing AnLF determines and discovers candidate VFL Inference Clients (NWDAF(s) and/or AF(s)) via NRF based on Analytics ID and supported features.
· VFL Inference Server determines VFL Inference Clients for inference, sends inference requests, and aggregates intermediate results to generate the final inference result.
	· NWDAF 
· AF
· NEF
	· In case of Inference clients is different, how VFL inference Server discovers the same clients, does this require additional info

	21
	· Use case 4, 5
· AF- VFL Server/Active Participant 
· NWDAF – VFL client/Passive Participant  

	· VFL sub-models running in the network and the AF generates customized analytics based on an on-going session to influence the AF and UE application to optimize QoE experienced by the user.
	· AF
· NWDAF
· NEF
	· Model provisioning from AF to NWDAF need to address the security aspects. 
· NWDAF existing split Mapping is missing.
· Top/bottom model terminology requires further explanations 

	22
	· Use Case 4, 5 
· NWDAF- VFL Server
· AF/NWDAF – VFL Client
	· solution focuses on using existing internal NWDAF architecture with MTLF for training models and AnLF for inference.
· The process involves VFL training server (MTLF) discovering and selecting VFL training clients (MTLF or AFs) for specific features.
· Feature registration and discovery are handled via NRF, where capabilities of MTLFs and AFs are registered.
· The solution includes VFL session identification, sample selection (UEs), model training, storage at ADRF, and inference processes
	· NWDAF (MTLF, AnLF), AF
· NRF
· NEF
	· More details for iterations of training procedures have been requested
· Details of service operations for training and inference are ffs.

	23
	· Use case 4, 5 
· AF - VFL Server/Client
· NWDAF – VFL Server/Client
	· NWDAF as FL Server with VFL capabilities: NWDAF acts as the FL Server coordinating training and inference. 
· Training is initiated based on subscriptions or local configurations. Inference is distributed among participants based on trained models.

· AF as FL Server with VFL capabilities:  AF initiates training and inference processes. NWDAF acts as passive participants in training and inference.
	· AF, 
· NEF 
· NWDAF(MTLF)
	· When VFL inference server is different than VFL training, what procedural changes are required?  
· Does VFL trained model needed to be stored? How to provision the trained model during inference? 
· In case of AF as VFL Server, how it discovers VFL clients during inference, weather the clients are same as VFL training and how AF can identity  

	24
	· Use Case #5, 
· AF -VFL Server initiates VFL training 
· NWDAF- VFL Client    
	· Registration and discovery of VFL Clients are discussed here
	· NWDAF
·  AF 
· NEF
	· NWDAF existing split Mapping is missing, 
· NEF selecting client for AF needed more explanation

	25
	· Use Case #5, 
· AF initiated Discovery and Registration
· NWDAF initiated Discovery and Registration 

	· Discovery and Registration Procedures for VFL passive participants by VFL active participants outlined with same VFL participants both for training and inference. 
	· NWDAF
· AF 
	· Only Trusted AF considered, Proposed procedure mapping to 
· current NWDAF split is Missing, 
· ML model alignment does pose security issues how it is going to be addressed 
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