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1. Introduction
This document discusses the definition of UE performance metrics introduced in the Rel-18 AI/ML WI, especially their granularities (e.g. per-UE or per-flow).
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Overall description
The IE “UE Performance” introduced in the Rel-18 AIML WI may contain three types of measurement results: Average UE throughput, Average Packet Delay, and Average Packet Loss DL.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK30]However, their definition is quite ambiguous: all of these three types of UE performance are defined as per-UE metrics without careful evaluation on their applicability, whereas in specifications dedicated for Layer-2 measurements they are either well-defined as non-per-UE metrics or ill-defined. Such situation can be troublesome when taken into use, since these metrics are usually used when comparing the UE performance before and after a given handover.
The case can be even more troublesome considering Dual Connectivity (or even considering split gNBs) when target node has to merge the measurement results collected from multiple nodes before sending it back to the source node.
2.2. Average packet delay and average packet loss
For the average packet delay and the average packet loss, both of them are defined as some value divided by total packet number (albeit slightly different) in TS 28.558. And both of the measurements are performed per QoS level and per supported S-NSSAI level as stated below.
This measurement is obtained according to the definition in clause 4.2.1.5.1 of TS 38.314 [8], named "Packet Uu Loss Rate in the DL per DRB per UE". The measurement is performed per QoS level (mapped 5QI or QCI in NR option 3) and per supported S-NSSAI. 
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]Although not defined in specification, one possible solution to determine a per-UE value can be assumed as the weighted average for all DRBs.
[bookmark: OLE_LINK31][bookmark: OLE_LINK32][bookmark: OLE_LINK33]Observation1: There is no definition in specification on per UE level average packet delay and per UE level average packet loss. One possible implementation is to determine as the weighted average for all DRBs.
However, we doubt whether such information is useful if only the UE-level value is delivered toward the source node since the “correct” UE-level average packet delay / data loss itself is not a very suitable value for performance monitoring. Here is an example:
Assume that there are two flows for a UE, one requires strict packet delay / packet loss whereas the other requires loose one.
· Before handover the former flow is in high bit rate whereas the latter flow is in low bit rate—as a result, the “correct” UE-level packet delay / data loss is probably quite good.
· After handover, the bit rate of the former flow turns low whereas the one of the latter flow turns high—as a result the “correct” UE-level packet delay / data loss probably “deteriorates” significantly, even though the service level for each flow is entirely kept the same.

Figure 1: Change in per-UE average packet delay due to change in data rate. (6.91ms → 16.15ms)
Observation 2: The UE-level packet delay / packet loss, introduced in Rel-18 AI WI, may change dramatically due to increase of actual bit rate of one flow while decrease of another, which is a common case in practice, even if the packet delay / packet loss for each flow is kept as a constant.
And, here is another example:
Assume that there are two flows for a UE, one requires strict packet delay / packet loss whereas the other requires loose one. Unlike the prior example, their bit rate does not change and is always approximately the same as each other.
· The load in the source node is low so the packet delay / packet loss for both flows are quite low, well within the requirement of the “strict” flow.
· The load in the target node, on the other side, is relatively high, but still capable to serve the “strict” flow well. The “loose” flow, on the other side, suffers a relatively larger packet delay / packet loss, but still well within the QoS requirement of the “loose” flow itself. As a result, the average packet loss / packet delay after handover increases significantly.
However, such increase in packet loss / packet delay is not essential. What is important is the packet delay / packet loss of the “strict” flow, not the “loose” one, but the source node cannot know how the packet delay / packet loss of the “strict” flow changes by receiving the per-UE average packet delay / packet loss from the target node.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]Observation 3: The UE-level packet delay / packet loss, introduced in Rel-18 AI WI, may be heavily polluted by any flow whose QoS requirement is loose and cannot reflect how a flow with strict QoS requirement is served.
Proposal 1: RAN3 to discuss and confirm the above problems of delivering per-UE level packet delay and packet data loss as UE performance feedback.
To resolve above problem, a more proper option is to exchange flow-group-level (de facto DRB-level) or per-slice level packet delay / packet loss instead of UE-level ones, since the QoS requirement of each flow does not change and applies to every packet in the flow.
In DC scenarios, RAN nodes does not exchange the weight (i.e. packet numbers) over interfaces now, therefore it seems intuitive—according to the current version of specification—to enhance network interfaces so that the weight can be provided toward the MN(-CU) and the per-UE average packet delay / data loss can be calculated correctly. However, if the granularity of average packet delay and average packet loss are changed from per-UE to per-flow-group, the enhancement mentioned above is no longer needed because each flow terminates at only one node.
[bookmark: OLE_LINK23][bookmark: OLE_LINK24]If it is not desired to discuss finer granularity UE performance feedback in late Rel-18 phase,an alternative is to clarify how to determine UE level packet delay/packet loss in 38.423 in Rel-18 and further discuss per QoS flow list or per Slicing level in Rel-19.So, there are 3 possibilities as below:
[bookmark: OLE_LINK14][bookmark: OLE_LINK15]Option 1: Changing the UE-level packet delay / packet loss IE into QoS-flow-group-level, i.e. one value per QoS flow group in Rel-18.
Option 2: Changing the UE-level packet delay / packet loss IE into per-slice level, i.e. one value per S-NSSAI in Rel-18.
[bookmark: OLE_LINK25][bookmark: OLE_LINK26]Option 3: Clarifying in 38.423 that per UE level packet delay/packet loss is determined by weighted averaging per DRB level packet delay/packet loss in Rel-18 and discussing finer granularity UE performance feedback in Rel-19.
[bookmark: OLE_LINK19][bookmark: OLE_LINK20][bookmark: OLE_LINK21][bookmark: OLE_LINK16][bookmark: OLE_LINK22][bookmark: OLE_LINK6][bookmark: OLE_LINK13]Proposal 2: If the abovementioned problem is confirmed, we propose that RAN3 considers how to resolve the problem, i.e. option 1, option 2 or option 3.
2.3. Throughput
The case is more ambiguous (and even kind of strange) for the metric of throughput. There is a definition for “Average DL UE throughput in gNB” (and one for “Average UL UE throughput in gNB” likewise) in Section 6.3.1.4.1 of TS 28.558 (de facto copied from TS 36.314 without detailed discussion), which claims that such UE throughput is measured at the RLC layer, naturally at a granularity of per-DRB (per-DRB is the only granularity in TS 36.314):
	If ,×1000 [kbit/s]
If , 0 [kbit/s]


For small data bursts, where all buffered data is included in one initial HARQ transmission,, otherwise 

	ThpTimeDl
	The time to transmit a data burst excluding the data transmitted in the slot when the buffer is emptied. A sample of "ThpTimeDl" for each time the DL buffer for one Data Radio Bearer (DRB) is emptied.

	[image: ]
	The point in time after T2 when data up until the second last piece of data in the transmitted data burst which emptied the RLC SDU available for transmission for the particular DRB was successfully transmitted, as acknowledged by the UE. 

	[image: ]
	The point in time when the first transmission begins after a RLC SDU becomes available for transmission, where previously no RLC SDUs were available for transmission for the particular DRB.
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	The RLC level volume of a data burst, excluding the data transmitted in the slot when the buffer is emptied. A sample for ThpVolDl is the data volume, counted on RLC SDU level, in kbit successfully transmitted (acknowledged by UE) in DL for one DRB during a sample of ThpTimeDl. (It shall exclude the volume of the last piece of data emptying the buffer).






According to TS 28.558, roughly speaking, a throughput is the data rate of a DRB excluding any period that the RLC buffer is empty.
Observation 4: The definition of UE throughput in TS 28.558 and TS 38.314 is per DRB level. It is not clear how to get the per-UE level throughput based on current specification.
In the Rel-18 AI WI, however, the throughput is defined as a per-UE metric rather than a per-DRB one (the latter does not work, anyway). It is unclear how to calculate a “per-UE” throughput according to TS 28.558. To make the situation even more complicated, it is problematic to defined it either as the average for all DRBs (as shown in Figure 2) or as the sum for all DRBs (as shown in Figure 3) [1].


[bookmark: _Ref162620325]Figure 2: Per-UE throughput (defined as average) changes due to flow to DRB remapping.


[bookmark: _Ref162620868]Figure 3: Per-UE throughput (defined as sum) changes due to flow to DRB remapping.
[bookmark: OLE_LINK28][bookmark: OLE_LINK29]Similar as packet delay and packet data loss, there could also be 3 options to resolve the problem:
Option 1: Changing the UE-level throughput into QoS-flow-group-level, i.e. one value per QoS flow group in Rel-18.
Option 2: Changing the UE-level throughput IE into slicing level, i.e. one value per S-NSSAI in Rel-18.
Option 3: Clarifying in 38.423 that per UE level throughput is determined by averaging per DRB level throughput in Rel-18 and discuss finer granularity throughput in Rel-19.
Proposal 3: RAN3 is proposed to discuss the challenges encountered in the determining the UE-level throughput. If the issue is identified, we propose further discussing how to address in Rel-18, i.e. option 1, option 2 or option 3.
3. [bookmark: OLE_LINK7][bookmark: OLE_LINK8][bookmark: OLE_LINK12]Conclusion
Observation1: There is no definition in specification on per UE level average packet delay and per UE level average packet loss. One possible implementation is to determine as the weighted average for all DRBs.
Observation 2: The UE-level packet delay / packet loss, introduced in Rel-18 AI WI, may change dramatically due to increase of actual bit rate of one flow while decrease of another, which is a common case in practice, even if the packet delay / packet loss for each flow is kept as a constant.
Observation 3: The UE-level packet delay / packet loss, introduced in Rel-18 AI WI, may be heavily polluted by any flow whose QoS requirement is loose and cannot reflect how a flow with strict QoS requirement is served.
Proposal 1: RAN3 to discuss and confirm the above problems of delivering per-UE level packet delay and packet data loss as UE performance feedback.
Proposal 2: If the abovementioned problem is confirmed, we propose that RAN3 considers how to resolve the problem, i.e. option 1, option 2 or option 3.
Observation 4: The definition of UE throughput in TS 28.558 and TS 38.314 is per DRB level. It is not clear how to get the per-UE level throughput based on current specification.
Proposal 3: RAN3 is proposed to discuss the challenges encountered in the determining the UE-level throughput. If the issue is identified, we propose further discussing how to address in Rel-18, i.e. option 1, option 2 or option 3.
The impact of the three options is shown in the Annex.
4. Annex A: Impact of Option 1
9.2.3.179	UE Performance
This IE indicates the UE performance measurements metrics.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description

	Average UE Throughput DL
	O
	
	Bit Rate
9.2.3.4
	

	Average UE Throughput UL
	O
	
	Bit Rate
9.2.3.4
	

	Average Packet Delay
	O
	
	9.2.3.187
	

	Average Packet Loss DL
	O
	
	Packet Loss Rate
9.2.3.11
	

	UE Performance PDU Session List
	
	0..1
	
	

	>UE Performance PDU Session Item
	
	1 .. <maxnoofPDUSessions>
	
	

	>>PDU Session ID
	M
	
	9.2.3.18
	

	>>UE Performance QoS Flow Group List
	
	0..1
	
	

	>>>UE Performance QoS Flow Group Item
	
	1 .. <maxnoofDRBs>
	
	

	>>>>QoS Flow List
	M
	
	9.2.1.4a
	

	>>>>Average UE Throughput DL
	O
	
	Bit Rate
9.2.3.4
	

	>>>>Average UE Throughput UL
	O
	
	Bit Rate
9.2.3.4
	

	>>>>Average Packet Delay
	O
	
	9.2.3.187
	

	>>>>Average Packet Loss DL
	O
	
	Packet Loss Rate
9.2.3.11
	



	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256

	maxnoofDRBs
	Maximum no. of DRBs allowed towards one UE. Value is 32.



5. Annex B: Impact of Option 2
[bookmark: _Toc155960232]9.2.3.179	UE Performance
This IE indicates the UE performance measurements metrics.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description

	Average UE Throughput DL
	O
	
	Bit Rate
9.2.3.4
	

	Average UE Throughput UL
	O
	
	Bit Rate
9.2.3.4
	

	Average Packet Delay
	O
	
	9.2.3.187
	

	Average Packet Loss DL
	O
	
	Packet Loss Rate
9.2.3.11
	

	UE Performance Slice List
	
	0..1
	
	

	>UE Performance Slice Item
	
	1 .. <maxnoofPDUSessions>
	
	

	>>PDU Session ID
	M
	
	9.2.3.18
	

	>>Average UE Throughput DL
	O
	
	Bit Rate
9.2.3.4
	

	>>Average UE Throughput UL
	O
	
	Bit Rate
9.2.3.4
	

	>>Average Packet Delay
	O
	
	9.2.3.187
	

	>>Average Packet Loss DL
	O
	
	Packet Loss Rate
9.2.3.11
	



	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions. Value is 256



6. Annex C: Impact of Option 3
9.2.3.179	UE Performance
This IE indicates the UE performance measurements metrics.
	IE/Group Name
	Presence
	Range
	IE Type and Reference
	Semantics Description

	Average UE Throughput DL
	O
	
	Bit Rate
9.2.3.4
	[bookmark: OLE_LINK27]Note:UE level average Throughput DL is determined by averaging per DRB level DLThroughput

	Average UE Throughput UL
	O
	
	Bit Rate
9.2.3.4
	Note:UE level average Throughput UL is determined by averaging per DRB level ULThroughput

	Average Packet Delay
	O
	
	9.2.3.187
	[bookmark: OLE_LINK34][bookmark: OLE_LINK35]Note:UE level average Packet Delay is determined by weighted averaging per DRB level Packet Delay

	Average Packet Loss DL
	O
	
	Packet Loss Rate
9.2.3.11
	Note:UE level average Packet Loss DL is determined by weighted averaging per DRB level Packet Loss DL
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