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1. Introduction
In last RAN3 meeting there was an initial discussion on the Rel-18 leftovers [1], being one of the objectives of the Rel-19 SI “New SID: Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN” (RAN3-led) which was approved in RAN#102 [2], then revised in RAN#103 and eventually approved in [3]. 
Below the list of agreements taken in last RAN3 meeting [1] concerning the whole Rel-18 leftovers objective:
The Issues to be solved in R19:
Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
Continuous MDT collection targeting the same UE across RRC states
Agree to take as baseline for the Mobility Optimization for NR-DC that the use case is studied assuming inference at the MN. The main use case is limited to dual connectivity only (e.g. no conditional procedures are in scope).
Agree to have discussions on AI/ML based energy saving at the next meeting, where enhancements will be based on new solutions not discussed in Rel18. It is strongly recommended not to reiterate Rel18 proposals on which consensus could not be achieved. If consensus on a solution approach is not reached at May meeting, the topic is down prioritized.
It is agreed to evaluate solutions on multi hop trajectory and check their impact on specifications with the aim of minimizing that. If consensus on a solution approach is not reached at May meeting, the topic is down prioritized.
There is no consensus on whether inference is at the gNB-DU for Network Slicing and CCO. 
It is FFS whether inference at the gNB-DU is needed based on the benefits and the identified cases compared with inference at the gNB-CU. 
· Formulate the use case and solution for split architecture support, NR-DC, and continuous MDT use cases
· Further discuss the ES and multi-hop use cases and solutions based on principles as approved above
· Further down-selection in May meeting
This contribution addresses the Rel-18 leftover related to the “Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI” and provides proposals for discussion, based on the agreement and FFS highlighted in yellow above.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
2.1 Background
In the context of the Rel-18 WI “AI/ML for NG-RAN” [4] RAN3 specified data collection enhancements and signalling support within existing NG-RAN interfaces and architecture for three selected use cases, namely, (network) Energy Saving (ES), Mobility Enhancements (ME) and Load Balancing (LB). To this end, RAN3 introduces two new procedures, i.e., Data Collection Reporting Initiation (class 1 procedure) and Data Collection Reporting (class 2), which allows to signal over Xn both predictions and measurements to properly enable the considered inference-based use cases. However, due to time constraints, RAN3 agreed in RAN3#121bis that enhancements to support AI/ML for split RAN architecture are not pursued in Rel-18 (refer to the highlighted part in green in the agreement below), meaning that support for AI/ML in NG-RAN is only specified for the non-split architecture [5]:
WA: Defining new procedures to transfer the measured EC over F1 follows the design over Xn.
The following overwrites the previous WA: enhancements to support AI/ML for split RAN architecture are not pursued in R18. 
As a consequence, the support of the split architecture for the Rel-18 use cases was eventually included in the list of leftovers for further discussion in Rel-19. In the Rel-19 SID [3] it is clearly indicated that, for this specific leftover, the discussion should be based on the conclusions from Rel-18 WI. Therefore, in the following, a list of the relevant agreements reached in RAN3 during Rel-18 are reported.
From RAN3#117bis-e meeting, some initial agreements assessing the impact of RAN AI/ML over E1 and F1 interfaces were achieved as reported [6]: 
UE traffic metric takes the data volume for a UE as the starting point.
The cell-level UE trajectory prediction function is located in gNB CU-CP.
The location for resource status prediction in split architecture:
· For current resource status input data from gNB DU, the resource status prediction function is located in gNB CU-CP. 
· For current resource status input data from gNB CU-UP, the resource status prediction function is located in gNB CU-CP.
Also, a bunch of open issues that needed further discussed were listed [6]:
Discussion to be continued on the following:
· FFS on detailed E1/F1 impact for the exchange of current/predicted UE traffic after the sufficient work for non-split architecture.
· FFS on detailed E1/F1 impact for the exchange of current/predicted UE trajectory after the sufficient work for non-split architecture.
· FFS on detailed energy efficiency metric and corresponding E1/F1 impact after the sufficient work for non-split architecture.
The above FFSs led RAN3 to stop discussing the split architecture support of AI/ML for NG-RAN until RAN3#121 meeting, during which the discussion mainly focused on the ES use case, in particular on how to transfer the measured Energy Cost (EC) metric from gNB-DU to gNB-CU over the F1 interface, and the following agreement was reached [7]:
Work on the measured EC transmission from gNB-DU to gNB-CU over F1 in R18. Whether reusing the current F1AP procedures or defining new procedures needs to be further discussed.
Then, in RAN3#121bis meeting, RAN3 discussed whether reusing the current F1AP procedures or defining a new procedure to enable the gNB-DU to report its measured EC to the gNB-CU (see highlighted text in cyan above). Note that only the F1 interface was considered at that time, since companies had concerns on transferring the measured EC of the gNB-CU-UP to the gNB-CU-CP over the E1 interface due to the fact that typically the gNB-CU-UP is virtualized within cloud platforms, hence making the computation of the concerned gNB-CU-UP’s energy consumption difficult. However, there was no consensus in RAN3 to turn the Working Assumption (WA) from RAN3#121bis on introducing a new F1AP procedure into an agreement due to the fact that introducing a new procedure to only transfer a single metric (the measured EC) over an interface was not justifiable. This led to the previously reported agreement to not introduce support of the split architecture for Rel-18 AI/ML in NG-RAN [5]:
WA: Defining new procedures to transfer the measured EC over F1 follows the design over Xn.
The following overwrites the previous WA: enhancements to support AI/ML for split RAN architecture are not pursued in R18. 
In the next sections we provide our view on the AI/ML-related information that could be transferred over E1 and F1 interface for each use case, as well as an analysis on the specification impact required to enable such transfer.
2.2 On AI/ML-related information to be transferred over E1 and F1 interfaces
In Rel-18 RAN3 agreed to signal prediction information (Predicted Radio Resource Status, Predicted Number of Active UEs, Predicted RRC connections, UE trajectory prediction), UE performance (Average UE Throughput DL, Average UE Throughput UL, Average Packet Delay, Average Packet Loss), measured UE trajectory and Energy Cost over Xn interface. In addition, for the split architecture scenario, RAN3 agreed that AI/ML Model Training is located in CU/CU-CP and AI/ML Model Inference function is located in CU/CU-CP.
Before discussing the standard impact of F1 and E1, we should clarify how NG-RAN nodes get and use the agreed prediction information and feedback information agreed so far to be signalled over Xn.
For prediction information, it is generated by AI/ML model in CU/CU-CP, hence it needs to be discussed whether and how prediction information is to be transferred from CU/CU-CP to DU/CU-UP. 
Observation 1: Prediction information is generated by AI/ML model in CU/CU-CP, hence it needs to be discussed whether and how prediction information is to be transferred from CU/CU-CP to DU/CU-UP.
Concerning the UE trajectory prediction, we think it could be useful to be transferred over F1 from the gNB-CU to the gNB-DU in order to assist resource allocation in those cells that are predicted to be visited by the UE.
By referring to Figure 1, let’s assume that a UE is handed over from Cell A in Node 1 (source gNB) to Cell B in Node 2 (next-hop target gNB) as a consequence of an inference-based mobility action, based on which the UE trajectory prediction has been sent from Node 1 to Node 2 via the HANDOVER REQUEST message over Xn. We think that sending the UE trajectory prediction over F1 to the gNB-DUs controlling the subsequent intra-gNB cells in Node 2 which are expected to be visited by the UE could be useful for timely resource allocation in those cells (Cell C and Cell D in Node 2 of Figure 1), hence improving the overall handover performance.
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[bookmark: _Ref146277032]Figure 1 - UE trajectory prediction transferred from gNB-CU to gNB-DUs in the target node side.
Based on the above we propose:
Proposal 1: RAN3 to discuss whether the UE trajectory prediction received from the source gNB over Xn can be transferred from the target gNB-CU to target gNB-DU(s) over the F1 for timely resource allocation in target gNB cells which are expected to be visited by the UE.
For other prediction information, at least for the inter-gNB cases, we have not seen any benefit of transferring it from CU/CU-CP to DU/CU-UP, however we are open to discuss the intra-gNB cases since sending such kind of information could be helpful to timely resource reservation or scheduling. Based on that, we propose the following:
Proposal 2: RAN3 to discuss whether other prediction information (Predicted Radio Resource Status, Predicted Number of Active UEs, Predicted RRC connections) needs to be transferred from CU/CU-CP to DU/CU-UP for the intra-gNB cases.
In Rel-18 we discussed whether the current UE traffic information should be transferred over E1, and RAN3 reached the below agreement in RAN3#117bis-e meeting [6]:
UE traffic metric takes the data volume for a UE as the starting point.  
Considering that the gNB-CU-CP is the location of the inference function, we think that the gNB-CU-UP can transfer the current UE traffic over E1 so that the gNB-CU-CP can infer the predicted UE traffic – which, in turn, is not needed to be transferred to the gNB-CU-UP over E1 – and derive potential actions for, e.g., LB purposes such as offload some UEs from gNB-CU-UP1 to gNB-CU-UP2, both gNB-CU-UP1 to gNB-CU-UP2 being controlled by the same gNB-CU-CP. Therefore, we propose:
Proposal 3: RAN3 to discuss whether to transfer the current UE traffic over E1 from gNB-CU-UP to gNB-CU-CP to allow the gNB-CU-CP to infer the predicted UE traffic and derive potential mobility actions for the UE(s), or to assist the AI/ML model in the gNB-CU-CP to understand whether it needs to be retrained.  
Proposal 3bis: RAN3 to discuss whether there is the need to transfer the predicted UE traffic from gNB-CU-CP to the gNB-CU-UP.
Concerning UE performance information (Average UE Throughput DL, Average UE Throughput UL, Average Packet Delay, Average Packet Loss), instead, its main usage is for AI/ML model training or monitoring in CU/CU-CP, so it does not need to be transferred from CU/CU-CP to DU/CU-UP. On the contrary, the CU/CU-CP needs to collect UE performance information from DU/CU-UP, so we think there is a need to introduce UE performance information over the F1/E1 interface.
Proposal 4: RAN3 to discuss on the standard impact of transferring UE performance information from CU/CU-CP to DU/CU-UP over the F1/E1 interface.
As per TS 28.552, the Average UE Throughput DL, Average UE Throughput UL and Average Packet Loss are measured in the gNB-DU, hence they should be introduced over F1. While, for the Average Packet Delay, TS 38.314 specified the delay components for both DL and UL – refer to Figure 2 and Figure 3, respectively – some of which are measured by the gNB-DU and others by the gNB-CU-UP. 
[image: ]
[bookmark: _Ref146290298]Figure 2 - RAN part of DL packet delay measurement.
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[bookmark: _Ref146290299]Figure 3 – RAN part (including UE) of UL packet delay measurement.
[bookmark: _Ref146292250]Table 1 – DL and UL packet components, where they are measured.
	
	gNB-DU
	gNB-CU-UP

	DL packet delay component
	D1, D2
	D3, D4

	UL packet delay component
	D2.1, D2.2
	D2.3, D2.4


The above Table 1 shows where each of the DL and UL packet component is measured, hence, based on that, we propose:
Proposal 5: RAN3 to discuss on whether to introduce the following:
· Over F1 interface: Average UE Throughput DL, Average UE Throughput UL, Average Packet Loss and
· For the Packet Delay DL: D1, D2 as defined in TS 28.552
· For the Packet Delay UL: D2.1, D2.2 as defined in TS 38.314
· Over E1 interface:
· For the Packet Delay DL: D3, D4 as defined in TS 28.552
· For the Packet Delay UL: D2.3, D2.4 as defined in TS 38.314.
Another information that is worth to consider is the measured UE trajectory, for which it should be discussed whether it needs to be transferred from DU to CU over F1. Likewise, the UE History Information IE can be obtained by the CU directly, hence not via the DU. Therefore, we think that the measured UE trajectory can follow a similar procedure without the involvement of the DU.
Proposal 6: RAN3 to discuss and agree that the measured UE trajectory is collected by the CU directly, without DU involvement.
Finally, concerning the measured EC metric, RAN3 already agreed in Rel-18 that it is useful to report it from the gNB-DU to the gNB-CU, refer to the below agreement from RAN3#121 [7]:
Work on the measured EC transmission from gNB-DU to gNB-CU over F1 in R18. Whether reusing the current F1AP procedures or defining new procedures needs to be further discussed.
Hence, we think RAN3 should take the above agreement into account and only decide how to enable such reporting, i.e., discuss whether to re-use existing F1AP procedures or introduce brand new procedures similar to the XnAP’s Data Collection Reporting (Initiation) procedures.
Proposal 7: RAN3 to discuss on whether new F1AP procedures should be specified to transfer the EC from gNB-DU to gNB-CU, or legacy procedures can be re-used instead.
In the next Section 2.2 we provide some considerations on E1/F1 procedures that should be taken into account when discussing how to enable the reporting of the information discussed in this section.
2.2 On procedures for AI/ML information reporting over E1 and F1 interfaces
In Rel-18 the discussion on the procedures to be used for reporting AI/ML-related information in split architecture was only limited to the transfer of the measured EC metric from the gNB-DU to the gNB-CU over F1 so to enable the gNB-CU to assess the overall EC of the split gNB. As previously recalled, RAN3 was unable to reach consensus on whether new procedures should be introduced or legacy ones (e.g., F1AP’s Resource Status Reporting Initiation and Resource Status Reporting procedures) should be enhanced. At the time of this discussion we preferred to re-use existing F1AP’s Resource Status Reporting Initiation and Resource Status Reporting procedures simply because:
1. the EC to be provided from the gNB-DU to the gNB-CU over F1 is a generic information, i.e., not strictly tied to AI/ML, that could be seen as way to indicate the impact in terms of energy consumption of how radio resources are used by the gNB, and 
2. introducing brand new procedures to only initiate and perform the reporting of a single measurement is not justifiable.
However, we now believe that RAN3 will identify additional items to be reported over F1/E1 based on the motivations provided in Section 2.1, hence, in case RAN3 will agree on transferring multiple items, then it would make sense to introduce new procedures over E1/F1 similar to the XnAP’s Data Collection Reporting Initiation and Data Collection Reporting procedures specified in Rel-18. Based on that we propose:
Proposal 8: RAN3 to first discuss and agree on a sufficient number of items (i.e., predictions and/or measurements) motivating the need to introduce new procedures to enable the transfer of such items over E1/F1. 
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Based on the discussion in this paper, we make the following observation and proposals:
Observation 1: Prediction information is generated by AI/ML model in CU/CU-CP, hence it needs to be discussed whether and how prediction information is to be transferred from CU/CU-CP to DU/CU-UP.
Proposal 1: RAN3 to discuss whether the UE trajectory prediction received from the source gNB over Xn can be transferred from the target gNB-CU to target gNB-DU(s) over the F1 for timely resource allocation in target gNB cells which are expected to be visited by the UE.
Proposal 2: RAN3 to discuss whether other prediction information (Predicted Radio Resource Status, Predicted Number of Active UEs, Predicted RRC connections) needs to be transferred from CU/CU-CP to DU/CU-UP for the intra-gNB cases.
Proposal 3: RAN3 to discuss whether to transfer the current UE traffic over E1 from gNB-CU-UP to gNB-CU-CP to allow the gNB-CU-CP to infer the predicted UE traffic and derive potential mobility actions for the UE(s), or to assist the AI/ML model in the gNB-CU-CP to understand whether it needs to be retrained.  
Proposal 3bis: RAN3 to discuss whether there is the need to transfer the predicted UE traffic from gNB-CU-CP to the gNB-CU-UP.
Proposal 4: RAN3 to discuss on the standard impact of transferring UE performance information from CU/CU-CP to DU/CU-UP over the F1/E1 interface.
Proposal 5: RAN3 to discuss on whether to introduce the following:
· Over F1 interface: Average UE Throughput DL, Average UE Throughput UL, Average Packet Loss and
· For the Packet Delay DL: D1, D2 as defined in TS 28.552
· For the Packet Delay UL: D2.1, D2.2 as defined in TS 38.314
· Over E1 interface:
· For the Packet Delay DL: D3, D4 as defined in TS 28.552
· For the Packet Delay UL: D2.3, D2.4 as defined in TS 38.314.
Proposal 6: RAN3 to discuss and agree that the measured UE trajectory is collected by the CU directly, without DU involvement.
Proposal 7: RAN3 to discuss on whether new F1AP procedures should be specified to transfer the EC from gNB-DU to gNB-CU, or legacy procedures can be re-used instead.
Proposal 8: RAN3 to first discuss and agree on a sufficient number of items (i.e., predictions and/or measurements) motivating the need to introduce new procedures to enable the transfer of such items over E1/F1. 
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The RAN part (including UE) of UL packet delay measurement comprises:

* D1 (ULPDCP packet average delay), ref. T$38.314 /§4.3.1.1

* D2.1(average over-the-air interface packet delay), ref. TS38.314 /§4.2.1.2.2
* D2.2 (average RLC packet delay), ref. TS 38.314 /§4.2.1.2.3

* D2.3 (average delay UL on F1-U), measured using the same metric as D3

* D2.4 (average PDCP re-ordering delay), ref. TS38.314 / §4.2.1.2.4
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The RAN part of DL packet delay measurement comprises:

D1 (DL delay in over-the-air interface), ref. “Average delay DL air-interface” in TS 28.552 / §5.1.1.1.1
D2 (DL delay on gNB-DU), ref. “Average delay in RLC sublayer of gNB-DU” in TS 28.552 / §5.1.3.3.3
D3 (DL delay on F1-U), ref. “Average delay on F1-U” in TS 28.552 / §5.1.3.3.2

D4 (DL delay in CU-UP), ref. “Average delay DLin CU-UP” in TS 28.552 / §5.1.3.3.1





