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1 Introduction
In this paper, we discuss use case related to AIML based network slicing.
2	Discussion
Network slicing in 5G networks refers to the ability to create multiple virtual networks on top of a single physical network infrastructure. Each "slice" is an isolated network with its own resources, tailored to meet specific requirements of different types of services or applications. Network slices can be customized for specific use cases, such as enhanced mobile broadband (eMBB) for high-speed internet services, ultra-reliable low-latency communications (URLLC) for critical applications like remote surgery or autonomous driving, and massive machine type communications (mMTC) for IoT devices. It allows for more efficient use of the network infrastructure by allocating resources based on the specific needs of each slice, thus optimizing overall network performance. Network slicing enables operators to rapidly deploy and scale new services without the need for physical changes to the network infrastructure.
However, current deployment and management of network slicing faces the following challenges:
- Complex Resource Management: Dynamically allocating and managing resources for each slice based on changing demands and maintaining isolation between slices is complex. It requires sophisticated algorithms and automation tools.
- Quality of Service (QoS) Assurance: Ensuring that each slice meets its specific service quality requirements that is required in the Service Level Agreement (SLA) with operator, especially in scenarios where resources are constrained or there are conflicting demands between slices, is challenging.
- Interference and Prioritization: Balancing the needs of different slices, especially when prioritizing critical services (like emergency services in a URLLC slice) over others, without negatively impacting the performance of the lower-priority services.
- Service Continuity: a User Equipment (UE) is handed over to another cell, but the resources on the new cell for the same slice are quite limited, leading to a degradation in the UE's Quality of Service (QoS).
To address the challenges, Machine Learning (ML) techniques can be employed to enhance network slicing management and resource allocation. By analyzing data collected within the Radio Access Network (RAN), ML algorithms can forecast resource demands for each network slice and determine whether the required Quality of Service (QoS), as per the Service Level Agreement (SLA), is achievable. With these predictions, the RAN can dynamically modify the resources allocated to each slice and make more informed decisions regarding cell switching, taking into account the resource availability in the target cell for the same slice. Consequently, this approach ensures the maintenance of the requisite QoS and the continuity of service, optimizing the overall network performance and user experience.

2.1	Location of AIML functions
In the last meeting, the location of AIML functions has been discussed, and the following has been captured in the measured TR under drafting. 
	4.1.2.1	Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based network slicing:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
In case of CU-DU split architecture, the following solutions are possible:
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
-	AI/ML Model Training and Model Inference are both located in the gNB-CU.



In our understanding, even if the AIML model is trained in OAM, gNB is allowed to continue the model training or update after obtaining a pre-trained AIML model from OAM. Thus, it’s suggested to add a relevant note to clarify, as how it is done in TR38.817.
[bookmark: _Toc166227610]RAN3 adds a note clarifying that gNB is also allowed to continue model training based on AI/ML model trained in the OAM

2.2	Input 
In the last RAN3 meeting, RAN3 agreed some information can be exchanged as input for AILM based Network Slicing, and the following is captured in the TR under drafting. 
	4.1.2.4	Input data of AI/ML based Network Slicing:
To predict the optimized network slicing decisions, a gNB may need the following information as input data for AI/ML-based network slicing:
From local node: 
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
-	Legacy predicted UE trajectory
From neighbouring gNBs:
-	Measured/Predicted radio resource status per slice
-	Measured/Predicted slice available capacity
From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements



In our understanding, the following are also considered as possible inputs for AIML based network slicing, and thus should be also captured in the TR:
From local node:

· Measured/Predicted UE Traffic (e.g., data volume)
· The traffic as data volume in a given time.
· Knowing both the measured traffic and predictions for future helps in understanding demand patterns. This is crucial for adjusting resources in real-time and for future planning, ensuring that the network can handle peak loads while maintaining QoS.

· Measured/Predicted fulfilment of required QoS (according to SLA)
· If the required QoS as defined in SLA is fulfilled or not. 
· This metric allows for the evaluation of how well the network is meeting the QoS requirements as outlined in the SLAs. Predictive insights into potential QoS breaches enable preemptive actions to reallocate resources or adjust configurations to uphold service standards.

· Measured UE trajectory
· List of cells that UE has been visited or will visit.


From neighboring NG-RAN nodes:
· Measured/Predicted UE Traffic (e.g., data volume)
· Measured/Predicted UE Trajectory (during handover procedure)


[bookmark: _Toc166227611]In addition to what has been agreed, RAN3 further considers the following possible inputs for an AIML model for network slicing
a. [bookmark: _Toc166227612]From local node:
i. [bookmark: _Toc166227613]Measured/Predicted UE Traffic (e.g., data volume)
ii. [bookmark: _Toc166227614]Measured/Predicted fulfilment of required QoS (according to SLA)
iii. [bookmark: _Toc166227615]Measured UE trajectory
b. [bookmark: _Toc166227616]From neighboring NG-RAN nodes:
i. [bookmark: _Toc166227617]Measured/Predicted UE Traffic (e.g., data volume) (during handover procedure)
ii. [bookmark: _Toc166227618]Measured/Predicted UE Trajectory (during handover procedure)

2.2	Output
In the last RAN3 meeting, RAN3 agreed some information can be output of a AIML model for Network Slicing, and the following is captured in the TR under drafting. 
	4.1.2.5	Output data of AI/ML based Network Slicing:
AI/ML-based network slicing model in a gNB can generate following information as output:
· Predicted radio resource status per slice
· Predicted slice available capacity
· Resource management decisions for resources within RRM policies (used by gNB internally)
· Slice aware mobility decisions (used by gNB internally)



Another possible output should be considered is the predicted fulfilment of required QoS (according to SLA), e.g., If the QoS of a network slice is predicted to degrade and cannot fulfil the SLA, the NG-RAN node may allocate more resources for the network slice. In principle, the network slicing operation such as resource allocation, or mobility decision, should be conducted under the condition that the SLA of the associated Network Slices is predicted to be fulfilled.
[bookmark: _Toc166227619]Predicted fulfilment of required QoS (according to SLA) is also considered as possible output of an AIML model for network slicing.


2.2	Feedback
	4.1.2.6	Feedback of AI/ML based Network Slicing:
To optimize the performance of AI/ML-based network slicing model, following feedback can be considered to be collected from gNBs:
· Measured Radio resource status per slice 
· Measured Slice available capacity 
· Legacy UE performance feedback for those UEs handed over from the source gNB



Similarly, to determine if the NW slicing operation (e.g., resource allocation, mobility decision) is good or not, one criteria should be taken into account is whether the SLA of the associated NW slice remains fulfilled after the operation. 

[bookmark: _Toc166227620]Fulfilment of required QoS (according to SLA) of associated network slice is also considered as feedback of an AIML model for network slicing.

2.2	Standard Impact
	4.1.2.7	Potential standard impacts:
Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.
Xn interface:
· Enhance existing procedure to collect predicted information between gNBs:
· Predicted radio resource status per slice
Predicted slice available capacity



Some Xn interface impacts have been identified and captured in the TR, in this section, we further discuss the possible impacts on E1 and F1 interfaces. 
For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
· Measured/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
· UE performance related measurements from CU-UP to CU-CP
For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
· UE performance related measurements from DU to CU
· Predicted Slice Available Capacity from CU to DU
· Predicted Slice Radio Resource Status from CU to DU
· It is assumed that the AIML inference locates in CU instead of DU. Then informing DU about the predicted Slice Available Capacity and Slice Radio Resource Status in the future can help DU reallocate the radio resources for each network slice in a proactive manner.
· Predicted fulfilment of required QoS (according to SLA)

[bookmark: _Toc166227621]For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
c. [bookmark: _Toc166227622]Measured/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
d. UE performance related measurements from CU-UP to CU-CP
[bookmark: _Toc166227623]For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
e. [bookmark: _Toc166227624]UE performance related measurements from DU to CU
f. [bookmark: _Toc166227625]Predicted Slice Available Capacity from CU to DU
g. [bookmark: _Toc166227626]Predicted Slice Radio Resource Status from CU to DU
h. [bookmark: _Toc166227627]Predicted fulfilment of required QoS (according to SLA)

A TP in R3-243384 is prepared to capture the above proposals. 
[bookmark: _Toc166227628]RAN3 agrees the TP in R3-243384
3	Conclusion
Based on the discussion above, we propose:
Proposal 1	RAN3 adds a note clarifying that gNB is also allowed to continue model training based on AI/ML model trained in the OAM
Proposal 2	In addition to what has been agreed, RAN3 further considers the following possible inputs for an AIML model for network slicing
a.	From local node:
i.	Measured/Predicted UE Traffic (e.g., data volume)
ii.	Measured/Predicted fulfilment of required QoS (according to SLA)
iii.	Measured UE trajectory
b.	From neighboring NG-RAN nodes:
i.	Measured/Predicted UE Traffic (e.g., data volume) (during handover procedure)
ii.	Measured/Predicted UE Trajectory (during handover procedure)
Proposal 3	Predicted fulfilment of required QoS (according to SLA) is also considered as possible output of an AIML model for network slicing.
Proposal 4	Fulfilment of required QoS (according to SLA) of associated network slice is also considered as feedback of an AIML model for network slicing.
Proposal 5	For E1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU-CP and CU-UP:
a.	Measured/Predicted UE Traffic (e.g., data volume) from CU-UP to CU-CP
Proposal 6	For F1 interface, RAN3 may introduce new procedure to support the exchange of the following between CU and DU:
a.	UE performance related measurements from DU to CU
b.	Predicted Slice Available Capacity from CU to DU
c.	Predicted Slice Radio Resource Status from CU to DU
d.	Predicted fulfilment of required QoS (according to SLA)
Proposal 7	RAN3 agrees the TP in R3-243384


