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1 Introduction

RAN#102 has agreed the SI to further investigate the new AI/ML based use cases and identify the enhancement to support AI/ML functionality in NG-RAN as RP-234054.
There are three RAN3 related objectives:

· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction

-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs
Note: RAN3 should take the Rel-18 discussions into account.
In the paper we discuss the potential interface impact for AI/ML enabled CCO. 

2 Discussion
Coverage and capacity optimization aims to design self-optimizing algorithms that achieve optimal trade-offs between coverage and capacity. The coverage configuration is exchanged among neighbors to provide reference for node to set the coverage optimization strategy. In terms of network coverage and capacity, the distributed local decision may not achieve the system optimum. As the coverage management requires node coordination, the vendor-specific decision brings the difficulty for cooperatively optimizing. The coverage hole may appear when isolated local coverage optimization decisions are applied simultaneously within neighbor nodes. Furthermore, the capacity in some cells may not achieve the optimum under the limitation of unsuitable neighbor cell coverage configuration. Based on that, AI is a powerful to solve the issues, since it is able to optimize globally through exploiting massive data. Thus, AI-enabled CCO can globally optimize the coverage and capacity.
In the RAN3 123bis meeting, the agreements have been made as

Solution for non-split architecture:
Step 0: gNB predicts the CCO issue.

Step 1: gNB generates the future coverage status based on the predicted CCO issue and other information.

Step 2: gNB sends the future coverage status to neighbour gNBs. 

Solution for split-architecture:
Step 0: gNB-CU predicts the CCO issue

Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.

Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.

Step 3: gNB-DU sends the future coverage status to gNB-CU.

Step 4: gNB-CU sends the future coverage status to neighbour gNBs.

The left issue is that whether the predicted CCO issue and the future coverage status can be derived without AI/ML.
For the predicted CCO issue, the gNB or gNB CU has the full knowledge of current coverage status of itself and neighbours’, current/predicted resource status of itself and neighbours, predicted capacity information as analysis in the following part (Proposal 2). So it can derive the load of cell edge will increase and there will be the CCO issue when the load increases in the future time.
Proposal 1: The CCO issue can be derived by legacy way instead of output from an AI/ML model directly.

The future coverage status can be generated by the AI/ML. As the CCO issue just shows the problem, the future coverage status needs to deal with problem and avoid no more new issue appearing. The AI/ML can considers the multiple factors and generates a suitable CCO decision. 

There is one more possible way that the model can do the CCO issue prediction and CCO decision prediction in an integrated way. It means that the CCO issue prediction is just an internal output in the model, which is not observable. The model gets the input (such as coverage status, resource status) and then outputs a proper future coverage status to avoid the CCO issue occurrence. The model is a black box. From the node’s view, it can only see an outputted future coverage status with no idea of what is the CCO issue.
Proposal 2: The CCO issue can be an internal information in the AI/ML model which is not observable.
For the aggregated gNB, with above analysis, the gNB generates the predicted CCO decision, which solves the potential CCO issue (inaccessible for the gNB). And gNB sends this predicted CCO decision to the neighbours to provide the information about what the coverage status will be in the future time. The neighbour node can set the decision with the consideration of it. If the coverage will shorten, the mobility decision may not choose such cell as the target cell to avoid the handover in a short time when the coverage status changes in the future time.
Proposal 3: The alternative solution for AI/ML based CCO for non-split architecture:

· Step 1: gNB generates the future coverage status.

· Step 2: gNB sends the future coverage status to neighbour gNBs.

The existing scheme is that the NG-RAN node can adjust and switch between coverage configurations, and inform the neighbor node about its CCO decision via NG-RAN NODE CONFIGURATION UPDATE message. AI/ML can help to generate the decision with the foreseen view, i.e. the predicted CCO decision. In Xn interface, the existing mechanism supports to inform the decision before the change to neighbours as

	Coverage Modification List
	
	0 .. 1
	
	List of cells with modified coverage.
	GLOBAL
	reject

	>Coverage Modification Item
	
	0 .. <maxnoofCellsinNG-RAN node>
	
	
	–
	

	>>Global NG-RAN Cell Identity
	M
	
	Global NG-RAN Cell Identity

9.2.2.27
	NG-RAN Cell Global Identifier of the cell to be modified.
	–
	

	>>Cell Coverage State
	M
	
	INTEGER (0..63, …)
	Value '0' indicates that the cell is inactive. Other values Indicates that the cell is active and also indicates the coverage configuration of the concerned cell.
	–
	

	>>Cell Deployment Status Indicator
	O
	
	ENUMERATED(pre-change-notification, ...)
	Indicates the Cell Coverage State is planned to be used at the next reconfiguration.
	–
	


Observation 1: The existing mechanism support to exchange the CCO decision before the action.

With the help of AI/ML, it can generate the predicted CCO decision with the certain prediction time. With the predicted CCO decision from neighbours, the node can set the SON related decision based on it. With the coverage increment and capacity downgrading in the future time, the node may not hand over the high-QoS-requirement UEs to such cell to avert the handover in a short time to maintain the desired UE performance when the CCO change time is approaching. In the other case with predicted coverage decrement and capacity improvement, the node may not select the cell as the target cell if the UE is in the edge of the CCO-change cell at the time that CCO decision will be applied. The UE may encounter the no coverage situation without such enhancement. So it is better to exchange the predicted CCO decision with the prediction time via Xn interface. 
Proposal 4: Propose to exchange the predicted CCO decision with the prediction time via Xn interface.

In split architecture, the gNB DU sets the coverage state indicator and SSB modified coverage state indicator, and sends to gNB CU. So in terms of this feature, gNB DU plays the vital role. Regarding to whether gNB DU can do the inference for CCO decision, gNB DU can predict the CCO decision via AI/ML model. To limit the complexity, the model training can be deployed in the OAM. The inference complexity is much lower than that of the training. So for the model inference at gNB DU, the model training is in OAM.

Proposal 5: AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU.

In existing mechanism, the gNB DU make the corresponding decision based on its own situation and detected CCO issue from gNB CU. Without the global view, the decision from gNB DU may only benefit for itself or only to solve the detected issue which may lead to one more issue. For instance, the capacity of the cell is not enough, the gNB CU sends this CCO issue to the gNB DU. gNB DU will increase the capacity of the cell with large coverage decrement. As load of neighbor cells are high, the neighbors maybe can not provide the replacing to cover the coverage decreasing, resulting in coverage hole, which is a serious problem for the network. 

As gNB CU has the information of itself and neighbors, gNB CU has the overall information. To utilize the advantage of gNB CU, gNB CU can provide the predicted capacity to the gNB DU to assist gNB DU to determine the CCO decision. The predicted capacity can give the accurate information to the gNB DU how to adjust its CCO decision in the future time. If the capacity increment is not too large, the gNB DU may adjust a little to avoid the impact for other cells in terms of interference or coverage issue.

Proposal 6: AI/ML can generate predicted capacity to provide the reference information for CCO decision.

Proposal 7: gNB CU is the suitable node for the AI/ML model inference to generate predicted capacity.

To realize the capacity prediction, the following information can be used as the input to the AI/ML model:

· predicted and current resource status of itself

· predicted and current resource status of neighbors

· predicted UE trajectory information

· UE measurement result

The above information are all available at gNB CU, which make it feasible to do the prediction.

Proposal 8: Predicted capacity can be done based on the input of 

· predicted and current resource status of itself

· predicted and current resource status of neighbours

· predicted UE trajectory information

· UE measurement result
The other way to assist gNB DU to make the CCO decision is that gNB CU to provide the predicted coverage. Based on the coverage prediction, the gNB DU can set the decision to cover the predicted coverage. Same as the capacity prediction, local information in gNB DU is not enough to do the prediction as it has no idea of how many UE will moving to a certain area. gNB CU has the knowledge of predicted/current resource status and UE trajectory information. Based on these information, gNB CU can estimate the coverage requirement in the future time. With the predicted coverage information, the gNB DU can get the information about the scope of coverage it needs to cover in the future time. 
Proposal 9: AI/ML can generate predicted coverage to provide the reference information for CCO decision.

Proposal 10: gNB CU is the suitable node for the AI/ML model inference to generate predicted coverage.

The input data to generate the coverage prediction can include the following information:

· predicted and current resource status of itself

· predicted and current resource status of neighbours

· predicted UE trajectory information

· UE measurement result
· predicted CCO decision from neighbours
The above information are all available at gNB CU, which make it feasible to do the prediction.

Proposal 11: Predicted coverage can be done based on the input of 

· predicted and current resource status of itself

· predicted and current resource status of neighbours

· predicted UE trajectory information

· UE measurement result

· predicted CCO decision from neighbours
With the assistance of the predicted coverage and predicted coverage information, the gNB DU can set the proper predicted CCO decision with the global view. 

3 Conclusion

Based on the discussion, we have the following proposals. It is proposed to agree the proposals.
Proposal 1: The CCO issue can be derived by legacy way instead of output from an AI/ML model directly.

Proposal 2: The CCO issue can be an internal information in the AI/ML model which is not observable.

Proposal 3: The alternative solution for AI/ML based CCO for non-split architecture:

· Step 1: gNB generates the future coverage status.

· Step 2: gNB sends the future coverage status to neighbour gNBs.

Observation 1: The existing mechanism support to exchange the CCO decision before the action.

Proposal 4: Propose to exchange the predicted CCO decision with the prediction time via Xn interface.

Proposal 5: AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU.

Proposal 6: AI/ML can generate predicted capacity to provide the reference information for CCO decision.

Proposal 7: gNB CU is the suitable node for the AI/ML model inference to generate predicted capacity.

Proposal 8:
 Predicted capacity can be done based on the input of 

· predicted and current resource status of itself

· predicted and current resource status of neighbours

· predicted UE trajectory information

· UE measurement result
Proposal 9: AI/ML can generate predicted coverage to provide the reference information for CCO decision.

Proposal 10: gNB CU is the suitable node for the AI/ML model inference to generate predicted coverage.
Proposal 11: Predicted coverage can be done based on the input of 

· predicted and current resource status of itself

· predicted and current resource status of neighbours

· predicted UE trajectory information

· UE measurement result

· predicted CCO decision from neighbours
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4.2
AI/ML based Coverage and Capacity Optimization
4.2.1
Use case description

Editor Note: Capture the description of use case

The objective of NR Coverage and Capacity Optimization (CCO) function is to detect and resolve or mitigate CCO issues. An NG-RAN node may autonomously adjust within and switch among coverage configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes with the list of cells and SSBs with modified coverage included.

In the legacy CCO solution, a reactive approach is used: when the gNB (gNB-CU in case of CU-DU split architecture) detects a CCO issue which negatively impacts network and UE performance after it has already occurred, the gNB (gNB-DU in case of CU-DU split architecture) attempts to resolve or mitigate it. 

With an AI/ML based CCO, a more proactive approach is used to prevent (or limiting at an early stage) the rise of a CCO issue with the consequent degradation of network (and UE) performance.

4.2.2
Solutions and standard impacts

Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces

4.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference

The following solutions can be considered for supporting AI/ML-based CCO:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

- AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

In case of CU-DU split architecture, the following solutions are possible:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

- AI/ML Model Training and Model Inference are both located in the gNB-CU.
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU. 

4.2.2.2 Input data of AI/ML based CCO:

To predict the optimized CCO decisions, a gNB may need the following information as input data for AI/ML-based CCO:
From local node: 
-
Measured/Predicted resource status
-
Legacy predicted UE trajectory
From neighbouring gNBs:

-
Measured/Predicted resource status
-
Current/Predicted CCO decision
From the UE:

-
UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
4.2.2.3 Output data of AI/ML based CCO:

AI/ML-based CCO model in a gNB can generate following information as output:
· Predicted CCO decision with prediction time
· Predicted capacity
· Predicted coverage
4.2.2.4 Feedback of AI/ML based CCO:

To optimize the performance of AI/ML-based CCO model, following feedback can be considered to be collected from gNBs:

4.2.2.5 Potential standard impacts:

Following standard impacts is listed for subsequent Rel-19 normative work compared with what was specified during Rel-18.

Xn interface:

· Enhance the procedure to collect predicted information between gNBs:

· Predicted CCO decision with prediction time
F1 interface:

· Enhance the procedure to collect predicted information from gNB-CU and gNB-DU:

· Predicted capacity

· Predicted coverage
· Enhance the procedure to collect predicted information from gNB-DU and gNB-CU:

· Predicted CCO decision with prediction time
