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1	Introduction
In the RAN3#123bis meeting, there were some agreements about RAN architecture aspects for Ambient IoT. In this contribution, we will further discuss the RAN architecture aspects to support Ambient IoT.
2	Discussion
1. 2.1	Network Architecture
In the RAN2#125-bis meeting, there were some agreements about protocol for Ambient IoT, as follows:
	Protocol aspects 
1	RRC connection management is not supported.  FFS how the resource configuration is provided to the device (if needed based on RAN1 progress)
2	RRM L3 measurement reporting is not supported by Ambient IoT devices.
3	RAN2 assumes, AIoT devices are not required to support ASN.1 encoding/decoding.
4	Periodical System information and MIB are not supported by AIoT devices. This doesn’t preclude any RAN1 defined broadcast signals.   
5	RAN2 assumes that RRC layer is not necessary between the reader and the device.   RAN2 will continue to study the functionalities required and later discuss whether we will have: 1) a new AS protocol on top of A-IoT MAC layer; or 2) A-IoT MAC

	User Plane 
1	SDAP is not supported for UP protocol stack. 
2	PDCP layer is not needed.  FFS how to handle AS security (if needed pending SA3 dicsussion) and any other really needed functionalities.  
3	RLC layer is not needed.   FFS how to handle segmentation (if needed and depending on RAN1 design and upper layer packet size).  RAN2 considers segmentation and reassembly would add complexity, however further discussions are needed.  
4	No HARQ and RLC AM
5	FFS about the level of visibility required by the reader and what information is necessary for AS layer operations.  
6	RAN2 assumes that no per-packet QoS and no per-QoS flow is supported at AS level (for both UL/DL).  FFS how to handle the general QoS requirements from SA2


Based on the RAN2 agreements, we can see the initial vision of AIoT radio protocol applied for both topologies. From RAN3 point of view, we need to analyse the network architecture for both topology 1 and topology 2.
For topology 1 and 2, RAN3 have the following agreement:
	RAN3 considers both Topologies at the same time looking whether commonalities are applicable.
[Topo1] AIoT RAN node: 
Corresponds to the basestation in Figure 4.2.1.1-1 in TR 38.848; 
A RAN node providing AIoT radio, and connecting with an AIoT-aware CN node via the XX interface. Details of the AIoT-aware CN node is subject to SA2.
[Topo2] UE Reader: 
A UE (corresponds to the intermediate node in Figure 4.2.1.2-1 in TR 38.848);
Providing AIoT radio, and connecting with a gNB (may be an AIoT enhanced gNB, corresponds to the basestation in Figure 4.2.1.2-1 in TR 38.848) via NR Uu interface. 
For Topology 1, RAN3 starts with AIoT RAN node being aggregated.


According to above agreements, we think the network architecture of topology 1 and topology 2 can be illustrated as follows:


							
1. Figure 1. Network Architecture of Topology 1			Figure 2. Network Architecture of Topology 2
1. For topology 2, considering that it is unclear whether the AIoT aware CN node serving the AIoT devices can be the same AMF serving the UE Reader, the interface between the gNB and the CN node is FFS to be further updated based on SA2 further progress.
2. Proposal 1: Adopt and capture the network architecture for topology 1 and topology 2 into TR 38.769.
2.2	Data Transport and Protocol Stack
From our understanding, as the Ambient IoT Devices have the characteristic of ultra-low power consumption, cost and complexity, it is not suitable to use the PDU Session/QoS Flow based data transfer, which involves a large number of signalling interactions among device, RAN and CN. By comparison, the data transmission for A-IoT service is very simple, for example, A-IoT device only sends device ID for inventory case, and sends response data (for read command) or feedback (for write command). In addition, to support PDU Session/QoS Flow based data transfer, the corresponding session context needs to be stored, it is hardly for A-IoT device to store such information, which has big impacts on power consumption and cost, especially for ~1 µW peak power consumption Devices. Considering once the A-IoT device is out of power, those temporary stored contexts may be lost. Then if the A-IoT device is triggered to access again for the same service, the device needs to establish the PDU session again. Hence, the PDU Session/QoS Flow based data transfer shall not be supported, data transmission over control plane should be the right way to go.
In last RAN3 meeting, the following FFSs were listed:
	1. XX interface: 
FFS whether it is the NG interface or a new interface, details to be discussed by RAN3 with SA2 progress of AIoT-aware CN node.
1. XXAP (XX Application Protocol): 
The radio network layer signalling protocol for the XX interface. It is FFS whether it is NGAP or a new XXAP.
1. It is FFS whether control plane transport or user plane transport is used for XXAP.


Based on the discussion, there is a common understanding to support the data transport over XXAP, and it is regarded by majority companies as control plane transmission.
5. It is noticed that there are two different options on how to transmit the data over control plane of the CN-RAN interface:
· Option 1: NAS-based data transfer. 
· Option 2: Application layer-based data transfer.
5. According to the solutions in SA2 TR, we can see that lots of companies clearly stated about NAS-based Data transfer, and some companies also mentioned “NAS like”. 
For option 2, as the application layer design is not in the scope of 3GPP, the data transmission is transparent to both RAN and CN. It is hard for network to control the data transmission and to guarantee the security. 
For option 1, the A-IoT devices are under the control of both RAN and CN, a light weighted NAS can be used. Note that NB-IoT also use the data over NAS solution, which can be the reference to A-IoT, and in such case NAS-based transfer including ID report, UL/DL command transmission can be easily supported, i.e., NAS PDU piggybacked in XXAP message. 
1. Proposal 2-1: For topology 1, data packets of the AIoT devices are transmitted over XXAP, i.e. piggybacked in NAS PDUs carried by XXAP message.
6. If a new interface is introduced, considering that the new protocol is used for context management and signalling transmission over new interface for AIoT, the protocol stack of XXAP (name FFS) can use the same protocol stack as NG-C, i.e., including XXAP/SCTP/IP/Date link layer/Physical layer. For the new XXAP protocol, it should be very simple, i.e., with basic interface management procedures and AIoT dedicated new procedures. 
6. Based on above discussion on network architecture and data transport, from our view, the following Protocol stack for Topology 1 should be supported:
1. 

1. Figure 3. Protocol Stack for Topology 1
1. For topology 2, for the gNB aware solution, we are considering the solution in which data packets of the AIoT devices are piggybacked in NAS PDUs of the devices, carried by RRC messages of the UE Reader, and carried by NGAP/XXAP over the interface between the gNB and the CN.
1. Proposal 2-2: For topology 2, data packets of the AIoT devices are piggybacked in NAS PDUs of the devices, carried by RRC message of the UE Reader over NR Uu between UE Reader and the gNB, and carried by NGAP/XXAP between the interface between gNB and CN.


Figure 4. Protocol Stack for Topology 2
10. Proposal 2-3: Adopt and capture the Protocol Stack for Topology 1 and Topology 2 into TR 38.769.

2.3	Identifiers
10. Identifier of device ID
10. In SA2 TR, the following different type of Device ID can be found:
	Solution
	Description

	#2
	Based on the above consideration, following components are considered necessary to compose the Ambient IoT Device ID, which is defined by 3GPP:
-	Home Network Identifier: an identifier used to identify the home MNO;
-	Owner Identifier: an identifier used to identify a 3rd party who sends service requests to trigger 5GC to perform Ambient IoT service operation;
NOTE 1:	The Owner Identifier is allocated by the home MNO corresponding to the Home Network Identifier.
Editor's note:	The use of the Owner Identifier is FFS and may depend on the solution for Inventory, etc.
-	Instance Identifier: an identifier used to identify a specific Ambient IoT device owned by the 3rd party.
NOTE 2:	The Instance Identifier is allocated by the home MNO which may coordinate with the 3rd party.


[bookmark: _CRFigure4_2_161]Figure 6.2.1-2: Structure of Ambient IoT Device ID and optional 3rd Party-defined Identifier

	#10
	7.	The AIoT devices perform interaction with 5GC for Authentication/Security. After successful registration, 5GC will generate a full internal AIoT device ID, containing the Operator ID, Company info, product info, and serial number based on EPC info.
Editor's note:	Whether to store the full internal Ambient IoT device ID with EPC info in 5GC is FFS.

	#14
	-	Case 1: AIoT Device ID and its associated credential are managed by network (PLMN network operator):
-	Case 1.1: AIoT Device ID and its associated credential are managed by the serving network (PLMN network operator). Service provider can belong to the same serving network (PLMN network operator) or 3rd party.
-	Case 1.2: AIoT Device ID and its associated credential are managed by one network (PLMN network operator); the Credential holder is another PLMN network which is different from the serving network. Service provider may belong to the same serving PLMN network, or Service provider may belong to Credential holder associated to the PLMN network or 3rd party. In this case, the serving network and the credential holder has the "roaming like agreement" to ensure that the AIoT Device ID can be e.g. verified or authenticated.
-	Case 2: AIoT Device ID and its associated credential are managed by the 3rd party:
-	Case 2.1: AIoT Device ID and its associated credential are managed by service provider (3rd party); the serving network can be PLMN network. In this case, the Credential holder associated with AIoT Device ID is the service provider.
-	Case 2.2: AIoT Device ID and its associated credential are managed by a 3rd party  other than the service provider (3rd party). In this case, the serving network can be a PLMN network. 
Editor’ note:	It is FFS how to consider AIoT Device ID managed in the SNPN network. 
In the case 1, since the AIoT Device ID and its associated credential are managed by the network (PLMN network operator), then AIoT Device ID has the information to identify the network. The format can be designed as shown in the figure 6.14.1-1. AIoT Device Identification Number is required to be unique in the PLMN network.


Figure 6.14.1-1 AIoT Device ID structure for case 1
In the case 1, the AIoT Device ID can also be in NAI like format <username> @ operator where the <username> part is assigned by the operator and the operator info can be used to identify the operator. In this format, the <username> part is required to be unique @operator. 
NOTE: NAI like format does not mean it to be in the format of string.
In the case 2, since the AIoT Device ID and its associated credential are managed by 3rd party (service provider or e.g.AIoT Device manufacturer), then the AIoT Device ID has the information to identify the 3rd party (service provider or other 3rd party e.g.AIoT Device manufacturer). The format can be NAI like format<username> @ 3rd party (SP or and other 3rd party e.g. AIoT Device manufacturer). The username part is assigned by the 3rd party.


As can be seen, the Device ID can be identified as the internal one and/or EPC info, which the decision is up to SA2. From RAN3 point of view, considering that there is no need to perform NNSF based on the device ID, there is no need for the AIoT RAN node or UE reader to interpret the device ID, it can be forwarded in transparent form.
10. Proposal 3-1: There is no need for the AIoT RAN node and UE Reader to interpret the Ambient IoT Device ID defined in SA2.
10. Identifier of AIoT RAN node
Currently, the NG-RAN nodes are all identified by the Global RAN Node ID IE, and in which the identifier of gNB is expressed as BIT STRING of size (22..32):
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To identify the AIoT RAN node, during RAN3 discussion in this study, “AIoT RAN Node ID” can be used as the identifier of the AIoT RAN node, and the details could be the same as the Global RAN Node ID IE or the Global gNB ID IE which is used in many RAN3 interfaces.
Proposal 3-2: Use “AIoT RAN Node ID” as the identifier of the AIoT RAN node in RAN3 discussion, details refer to the Global RAN Node ID IE or the Global gNB ID IE which are used in many RAN3 interfaces.
10. Identifier of UE Reader
10. According to the SA2 TR, there are some solutions mentioning the identifiers management of UE reader:
	Solution
	Description

	#11
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7.	The AIoTF requests the serving AMF to initiate the communication, which includes AIoT session ID, the target AIoT device IDs, candidate locations or SUPI of the selected intermediate node, "command" information (e.g., read/write) and optional Requested target data.
8.	The AMF identifies the serving gNB by utilizing the SUPI of the intermediate node, if applicable, or by considering the candidate locations (i.e., a list of TAIs and cell IDs) of the AIoT devices. The AMF then requests the gNB to send a AIoT service request, which contains the target AIoT device IDs, candidate locations or UE NGAP ID of the selected intermediate node, "command" information (e.g., read/write), and optional Requested target data, to the selected I-node. The paging request message or DL NAS Transport message can be used with some extensions to convey the AMF request, for example

	#12
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	#21
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4.	The NEF selects the AMF either using the serving AMF retrieved from UDM in step 3 or mapping the area information to the corresponding AMF, and forwards the requested service operation to the AMF using AIoT Service Request (Device ID, UE ID, requested service operation, RA list) message. The RA (Registration Area) list is mapped from area information and may also be included for UE selection by the AMF. The UE ID is SUPI of UE.
5.	The AMF selects the UE (if not provided in step 4) for AIoT service operation if its registered area is in the RA list. 
Editor's note:	Other criteria and further details on UE selection is FFS.
6.	The AMF may derive the service operation based on the requested service operation and include the service operation in a DL NAS message (Device ID, service operation) to the UE, or the AMF may include the requested service operation as a container in a DL NAS message (Device ID, service operation) to the UE. If the UE is in CM_IDLE state, the network initiated service request procedure is performed before sending the DL NAS message.


Based on the above solutions from SA2, there are several types of UE ID, i.e., SUPI, NGAP UE ID. Considering that SUPI is not aware by RAN nodes, during RAN3 discussion in this study, we can use “UE reader ID” as the identifier of the UE reader, and in details, we think the exiting AMF/RAN NGAP UE ID pair can be used to identify the UE reader between the gNB and the AMF.
Proposal 3-3: Use “UE Reader ID” as the identifier of the UE Reader in RAN3 discussion, details refer to the AMF/RAN NGAP UE ID pair defined over NGAP specification.

2.4	UE Reader Authorization aspect
1. For topology2, we think the UE should be authorized to perform AIoT service, only when the UE is allowed to act as a UE reader, the UE can communicate with AIoT devices. Similar with other features, e.g. Network Controlled Repeater, IAB, V2X, etc., the UE authorization status is provided from CN to RAN during UE context management procedure. The CN shall perform the authorization of whether the UE can be act as a UE Reader, and inform the NG-RAN node the authorization status.
1. Proposal 4: The CN shall perform the authorization of whether the UE can be acted as a UE Reader, and informs the gNB about the authorization status during NGAP UE Context Management procedures.

2.5	QoS concept
In the RAN2#125bis meeting, RAN2 has assumed that there is no per-packet QoS and per-QoS flow:
	6	RAN2 assumes that no per-packet QoS and no per-QoS flow is supported at AS level (for both UL/DL).  FFS how to handle the general QoS requirements from SA2


For AIoT service, the main services to be provided include inventory (group of devices or single device) and Command (per device read/write/disable). In the inventory procedure, the devices may only report their device IDs. In the command procedure, when the device receives a command (e.g., Read), it may just send response (e.g., Read response). 
1. Considering that there is no concurrent service, the traffic packet size is very small (e.g. the maximum size is 1000 bits as listed in section 5.5 of [2]), and the AIoT devices may also not have the capability to process the requirement of QoS and store the QoS profile, there seems no strong motivation to support QoS concept at least in Rel-19 from RAN3 point of view. Note that many exiting QoS parameters are not suitable for AIoT service, e.g. PDB, PER, Averaging window, etc.
1. In the TR 38.848 RAN design target, it is only for single device latency, which is clarified by RAN#103 meeting conclusion “TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device”.
	The one-way end-to-end maximum latency targets, as defined in TR 22.840, are:
-	Longer latency target: 10 seconds
-	Shorter latency target: 1 second
A use case is assigned to a latency target according to TR 22.840. RAN WGs can refine a definition of latency suitable for their work within the above.
NOTE:	The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.
NOTE:	The one-way end-to-end maximum latency is assumed to also include query/triggering time.


1. According to above information, it is observed that the latency of the inventory for multiple devices is not our study target. And how to ensure the latency requirement of the one-way transmission for a single device is pending to RAN1/RAN2 and SA2. RAN3 can continue to study other issues with the working assumption of no QoS requirement unless there is some progress in other working groups.
1. 
1. Proposal 5: From RAN3 point of view, there is no strong motivation to support QoS concept for AIoT at least in Rel-19.
3		Conclusion and proposals
In this contribution, we discussed the potential impacts on RAN architecture to support AIoT. And we have the following proposals:
Network Architecture
17. Proposal 1: Adopt and capture the network architecture for topology 1 and topology 2 into TR 38.769.
Data transport and Protocol Stack
17. Proposal 2-1: For topology 1, data packets of the AIoT devices are transmitted over XXAP, i.e. piggybacked in NAS PDUs carried by XXAP message.
17. Proposal 2-2: For topology 2, data packets of the AIoT devices are piggybacked in NAS PDUs of the devices, carried by RRC message of the UE Reader over NR Uu between UE Reader and the gNB, and carried by NGAP/XXAP between the interface between gNB and CN.
17. Proposal 2-3: Adopt and capture the Protocol Stack for Topology 1 and Topology 2 into TR 38.769.
Identifiers
17. Proposal 3-1: There is no need for the AIoT RAN node and UE Reader to interpret the Ambient IoT Device ID defined in SA2.
1. Proposal 3-2: Use “AIoT RAN Node ID” as the identifier of the AIoT RAN node in RAN3 discussion, details refer to the Global RAN Node ID IE or the Global gNB ID IE which are used in many RAN3 interfaces.
1. Proposal 3-3: Use “UE Reader ID” as the identifier of the UE Reader in RAN3 discussion, details refer to the AMF/RAN NGAP UE ID pair defined over NGAP specification.
UE Reader Authorization aspect
19. Proposal 4: The CN shall perform the authorization of whether the UE can be acted as a UE Reader, and informs the gNB about the authorization status during NGAP UE Context Management procedures.
QoS concept
1. Proposal 5: From RAN3 point of view, there is no strong motivation to support QoS concept for AIoT at least in Rel-19.
With the above proposals, the corresponding TP to the TR is provided in section 5.
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----------------Start of the First Change----------------
[bookmark: _Toc160111583]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
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-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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[bookmark: definitions][bookmark: _Toc160111584]3	Definitions of terms, symbols and abbreviations
This clause and its three (sub) clauses are mandatory. The contents shall be shown as "void" if the TS/TR does not define any terms, symbols, or abbreviations.
[bookmark: _Toc160111585]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc160111586]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc160111587]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AIoT	Ambient IoT
DO-A	Device-originated autonomous
DO-DTT	Device-originated by device-terminated trigger
DT	Device-terminated
FR	Frequency Range
IoT	Internet of Things
LPWA	Low-power, wide-area
LTE-MTC	Long Term Evolution – Machine Type Communication
NB-IoT	Narrowband IoT
RFID	Radio frequency identification
SFO	Sampling frequency offset
----------------Start of the Next Change----------------
[bookmark: _Toc160111601]6.4	RAN architecture aspects
Editor’s note: Corresponds to the second RAN3 objective in the SID, to identify RAN architecture aspects, including whether support for split architecture is necessary.
6.4.1	Overall Architecture
Figure 6.4.1-1 shows the overall architecture of Topology 1.


1. Figure 6.4.1-1. overall Architecture of Topology 1
In Topology 1, the following applies:
-	The AIoT RAN node (corresponds to the basestation in Figure 4.2.1.1-1 in TR 38.848 [2]) provides AIoT radio, and connecting with an AIoT-aware CN node via the XX interface.
Editor’s note: Details of the AIoT-aware CN node is subject to SA2.
Editor’s note: For XX interface, FFS whether it is the NG interface or a new interface, details to be discussed by RAN3 with SA2 progress of AIoT-aware CN node.
-	AIoT RAN node being aggregated is supported.

Figure 6.4.1-2 shows the network architecture of Topology 2.


Figure 6.4.1-2. Network Architecture of Topology 2
In Topology 2, the following applies:
-	The UE Reader (corresponds to the intermediate node in Figure 4.2.1.2-1 in TR 38.848 [2]) provides AIoT radio, and connecting with a gNB (may be an AIoT enhanced gNB, corresponds to the basestation in Figure 4.2.1.2-1 in TR 38.848 [2]) via NR Uu interface.
Editor’s note: Details of the interface between the gNB and the AMF/AIoT-aware CN node is subject to SA2 progress.
For both Topology 1 and Topology 2, the following applies:
-	Assuming QoS concept is not applicable for AIoT.
-	The AIoT RAN node and UE Reader do not need to interpret the Ambient IoT Device ID.
6.4.2	Protocol Stacks
The Protocol Stacks of Topology 1 is illustrated in Figure 6.4.2-1.
1. 

1. Figure 6.4.2-1. Protocol Stack for Topology 1
1. For topology 1, data packets of the AIoT devices are transmitted over XXAP, i.e., piggybacked in NAS PDUs carried by XXAP message.
1. The Protocol Stacks of Topology 2 is illustrated in Figure 6.4.2-2.
1. 

1. Figure 6.4.2-2. Protocol Stack for Topology 2
For topology 2, data packets of the AIoT devices are piggybacked in NAS PDUs carried by RRC message of the UE Reader over NR Uu between UE Reader and the gNB, and by NGAP/XXAP over the interface between gNB and CN.
The CN performs the authorization of whether the UE can be acted as a UE Reader, and informs the gNB about the authorization status during NGAP UE Context Management procedures.
----------------End of the Changes----------------
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9.3.1.5 Global RAN Node ID

This IE is used to globally identify an NG-RAN node (see TS 38.300 [8]).

IE/Group Name Presence Range IE type and Semantics Criticality | Assigned
reference description Criticality
CHOICE NG-RAN node M -
>gNB
>>Global gNB ID M 9.3.1.6 -
>ng-eNB
>>Global ng-eNB ID M 9.3.1.8 -
>N3IWF
>>Global N3IWF ID M 9.3.1.57 -
>TNGF
>>Global TNGF ID M 9.3.1.161 YES reject
>TWIF
>>Global TWIF ID M 9.3.1.163 YES reject
>W-AGF
>>Global W-AGF ID M 9.3.1.162 YES reject





image8.png
9.3.1.6 Global gNB ID

This IE is used to globally identify a gNB (see TS 38.300 [8]).

IE/Group Name Presence Range IE type and Semantics description
reference
PLMN Identity M 9335
CHOICE gNB ID M
>gNB ID
>>gNB ID M BIT STRING Equal to the leftmost bits of the
(SIZE(22..32)) NR Cell Identity |E contained in
the NR CGlI IE of each cell
served by the gNB.
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