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Introduction
During RAN#103 meeting, the updated SID for  additional topological enhancements has been agreed in [1]. During RAN3#123bis meeting, the requirements, architecture and protocol stacks for R19 WAB have been discussed and the TP to TR 38.799 has been agreed in [2]. In this contribution, we continiue to discuss the architecture and protocol stack for supporting WAB and several potential alternatives are presented. 
Discussion
Alt 1: Traffic transfer via PDU session
According to [2], WAB-gNB’s NG traffic can be transported via PDU session backhaul and the corresponding WAB architecture and protocol stacks were agreed to be captured in the TR as copied in the below. 
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Figure 1: The WAB architecture example for 5GS when the WAB-gNB traffic is transported via PDU session backhaul (TR 38.799)
The protocol stack examples of Control plane and User plane transport for a UE connected to the network via a WAB-node is copied in Figure 2. 
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Figure 2: Protocol stack examples of Control plane and User plane transport for UEs connected via WAB-node (TR 38.799)
For the above architecture, one issue to be discussed is how can the WAB-gNB obtain its IP address, which is used for NG-C/NG-U/OAM traffic transfer. In IAB, an IAB-node may obtain IP address(es) either from the IAB-donor or from the OAM system, which are used by the IAB-node for F1 and non-F1 traffic exchange via the backhaul. The IP address allocated for IAB-node should be anchored at the IAB-donor. And separate IP addresses can be allocated for various usages, i.e. F1-C, F1-U, Non-F1. And when IAB-MT migrates to a different IAB-donor-DU, new IP address needs to be allocated to the IAB-node. Consequently, new SCTP association needs to be established for F1 connection between IAB-DU and IAB-donor-CU. 

When it comes to WAB, the IP routing is performed at WAB-MT’s UPF instead of the RAN node, therefore the IP address of WAB-gNB is not required to be anchored at the gNB serving the WAB-MT. In our view, the following solutions could be considered for IP address allocation for WAB-gNB:

Solution1: IP address of WAB-gNB is anchored at WAB-MT’s UPF

- Solution 1-1: WAB-gNB obtains its IP address via WAB-MT

In this solution, the WAB-MT obtains it’s IP address from 5GC serving the WAB-MT as a normal UE, e.g., via SMF, UPF, DSCP server. And then WAB-MT delivers the received IP address to the co-located WAB-gNB. Then the WAB-gNB can trigger the establishment of OAM connection with the IP address obtained from the WAB-MT. In other words, the same IP address is used by the WAB-MT and co-located WAB-gNB. 
In some deployment scenarios, multiple IP addresses are required by the WAB-gNB for diferrent usages, i.e. NG-C/U, Xn-C/U, OAM. Then multiple IP addresses needs to be obtained for the WAB-MT from its core network. According to TS 23.501, in the case where only one PDU session is established for the WAB-MT, multiple IPv6 prefixes can be allocated for the WAB-MT when multi-homed PDU Session is used with multiple PSAs, which is only applied for IPv6 type PDU session. And For an IPv4 type PDU Session or an IPv6 type PDU Session without multi-homing or an IPv4v6 type PDU Session, when multiple PDU Session Anchors are used (due to UL CL being inserted), only one IPv4 address and/or IPv6 prefix is allocated for the PDU Session. Alternatively, if multiple PDU sessions are established for the WAB-MT, multiple IP addresses can be allocated for the WAB-MT. 
Observation 1: In some deployment scenarios, multiple IP addresses are required by the WAB-gNB for diferrent usages. In this case, if WAB-gNB obtains its IP address via WAB-MT’s 5GC, at least one IPv6 multi-homed PDU Session or multiple PDU sessions needs be established for the WAB-MT.
On the other hand, both dynamic and static IP address allocation are supported in 5GC. If dynamic IP address is allocated for the WAB-MT, and WAB-gNB obtains its IP address from the co-located WAB-MT, the IP address of WAB-MT/gNB needs to be re-allocated upon the change of MT’s UPF. In this situation, the connection between the WAB-gNB and the OAM needs to be re-established. And new SCTP association needs to be established with AMF while TNL information for the GTP-U tunnel with the UPF needs to be updated. So it would be preferred that the static/dedicated IP address could be allocated for the WAB-gNB to avoid the impact of update of IP address.   
Observation 2: If WAB-gNB obtains dynamic IP address via WAB-MT’s 5GC, the IP address of WAB-MT/gNB needs to be re-allocated upon the change of MT’s UPF. And the WAB-gNB need to re-establish the connection/association with the OAM and core network/other gNB. 
Alternatively, static IP address/prefix could be allocated by 5GC for the WAB-MT, which is based on subscription information in the UDM or based on the configuration on a per-subscriber, per-DNN basis and per-S-NSSAI. However, when static IP address/prefix is allocated to the PDU Session, SSC mode 1 shall be assigned to the PDU Session, which means the change of PDU Session Anchor (i.e. MT’s UPF) for the WAB-MT is not supported. 
Observation 3: If WAB-gNB obtains static IP address via WAB-MT’s 5GC, SSC mode 1 shall be assigned to the WAB-MT’s PDU Session, which means the change of PDU Session Anchor for the WAB-MT is not supported. 
- Solution 1-2: WAB-gNB obtains IP address anchored at MT’s UPF via OAM. 
In this solution, the IP address of WAB-gNB is configured via OAM, similar as in IAB. Considering that the WAB-gNB’s packets is backhauled via MT’s PDU session, the OAM system needs to ensure that the IP address of WAB-gNB is anchored at MT’s UPF so that the WAB-gNB’s packets would not be discarded at the MT’s UPF. And once the WAB-MT’s UPF is changed, new IP address needs to be allocated to the WAB-gNB by the OAM which is anchored at the MT’s new UPF, which would bring lots of burden to the operator. 

Observation 4: If WAB-gNB obtains IP address anchored at MT’s UPF via OAM, new IP address needs to be allocated to the WAB-gNB by the OAM once the WAB-MT’s UPF is changed, which would bring lots of burden to the operator. 
Solution 2: seperate IP addresses are used by WAB-MT and co-located WAB-gNB, dedicated IP addresses are allocated to WAB-gNB. 
To solve the issues analyzed above, dedicated IP addresses could be allocated to the WAB-gNB by operator, e.g., by implementation. In this solution, separate IP addresses are used by the WAB-gNB and co-located WAB-MT. In other words, the IP address of the WAB-gNB can be maintained and doesn’t need to be re-allocated upon change of MT’s UPF. And it is flexible to configure multiple IP addresses/prefixes for the WAB-gNB for different usages. 

In this solution, it needs to be ensured that WAB-gNB’s traffic with dedicated IP address which is not anchored at MT’s UPF could be routed via the MT’s PDU session correctly. In our view, a tunnel could be established to encapsulate the WAB traffic. For instance, the tunnel could be based on IPsec or Layer 2 Tunneling Protocol (L2TP), etc. And a gateway could be deployed to terminate the tunnel. In this way, the WAB traffic with dedicated IP address encapsulated in the tunnel can be routable in the core network via the gateway terminating the tunnel. In case IPsec tunnel is used, a security gateway(SEG) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the IPsec tunnel with the WAB-node. In this situation, the inner IP address(es) can be maintained while the outer IP address allocated by the MT’s core network needs to be re-allocated upon change of MT’s UPF. In case L2TP tunnel is used, a L2TP network server (LNS) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the layer 2 tunnel with the WAB-node, e.g., the LNS is implemented by an IP router. In this case, the traffic between the WAB-gNB and the OAM/UE’s core network encapsulated in the layer 2 tunnel is transmitted via the MT’s PDU session. 
Observation 5: If dedicated IP addresses are allocated to WAB-gNB, the IP address doesn’t need to be re-allocated upon change of MT’s UPF. And it is flexible to configure multiple IP addresses/prefixes for the WAB-gNB for different usages. 

Observation 6: If dedicated IP addresses are allocated to WAB-gNB, it needs to be ensured that WAB-gNB’s traffic with dedicated IP address which is not anchored at MT’s UPF could be routed in the core network via the MT’s PDU session correctly. 

Observation 7: If a tunnel is established to encapsulate the WAB traffic, the WAB traffic with dedicated IP address encapsulated in the tunnel can be routable in the core network via the gateway terminating the tunnel.
Observation 8: In case IPsec tunnel is used, a security gateway(SEG) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the IPsec tunnel with the WAB-node.

Observation 9: In case layer 2 tunnel is used, a L2TP network server (LNS) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the layer 2 tunnel with the WAB-node, which can be implemented by an IP router.

Proposal 1: RAN3 to capture in the TR 38.799 that dedicated IP addresses can be allocated to WAB-gNB. And a tunnel (e.g. IPsec or L2TP) could be established to encapsulate the WAB traffic. And a gateway could be deployed to terminate the tunnel. 

The WAB architecture for using dedicated IP addresses for WAB-gNB via tunnel when the WAB-gNB’s NG traffic is transported via PDU session backhaul is shown in Figure 3. 
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Figure 3: The WAB architecture example for 5GS using dedicated IP addresses for WAB-gNB when the WAB-gNB traffic is encapsulated in a tunnel and transported via PDU session backhaul
The corresponding protocol stack for NG-U and NG-C transport using layer 2 tunnel is shown in Figure 4. 
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Figure 4: The protocol stack for NG-U and NG-C transport using layer 2 tunnel
Proposal 2: RAN3 to capture the WAB architecture and protocol stack using dedicated IP addresses for WAB-gNB when WAB traffic is encapsulated in a tunnel and transported via PDU session backhaul in the TR 38.799. 
Alt 2: traffic transfer via PDU session without NG GTP-U tunnel
As discussed above, assume that the traffic is transferred via PDU session, WAB-gNB’s traffic is transferred via the MT’s PDU session going through MT’s NG GTP-U tunnel between gNB serving WAB-MT and MT’s UPF. Especially for Xn traffic, assume that Xn traffic is transferred via MT’s PDU session with NG GTP-U tunnel, Xn traffic between WAB node and gNB serving WAB-MT/other gNB needs to go through MT’s UPF which may be located in the CN and then go back to the RAN network as shown in Figure 5, which would bring unnecessary radio resource utilization and latency. 
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Figure 5: Xn-C traffic transfer between WAB node and gNB serving WAB-MT/gNB
To address the above issue, another alternative way is that WAB-gNB’s traffic is transferred via WAB-MT’s backhaul PDU session without NG GTP-U tunnel. In the case, NG GTP-U tunnel is not established for the WAB-MT’s backhaul PDU session. In other words, WAB-gNB’s traffic doesn’t need to be encapsulated into MT’s NG GTP-U tunnel and donesn’t to go through MT’s UPF. In this case, the radio resource overhead and latency of traffic transfer can be reduced. 

Observation 10: If WAB-gNB’s Xn traffic is transferred via MT’s PDU session with NG GTP-U tunnel, the Xn traffic needs to  go through MT’s UPF which may be located in the CN and then go back to the RAN network, which would bring unnecessary radio resource utilization and latency. 

Observation 11: If WAB-gNB’s traffic is transferred via WAB-MT’s backhaul PDU session without NG GTP-U tunnel, WAB-gNB’s traffic doesn’t need to be encapsulated into MT’s NG GTP-U tunnel and donesn’t to go through MT’s UPF, the radio resource overhead and latency of traffic transfer can be reduced. 

The architecture for WAB traffic transfer via PDU session without NG GTP-U tunnel is shown in Figure 6. 
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Figure 6: The WAB architecture for traffic transfer via PDU session without NG GTP-U tunnel
The protocol stacks for NG-C/NG-U traffic transfer via PDU session without NG GTP-U tunnel is shown in Figure 7 and Figure 8. 
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Figure 7. Protocol stack for NG-C traffic via PDU session without NG GTP-U tunnel
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Figure 8. Protocol stack for NG-U traffic via PDU session without NG GTP-U tunnel


The protocol stacks for Xn-C/Xn-U traffic transfer via PDU session without NG GTP-U tunnel is shown in Figure 9.
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Figure 9. Protocol stack for Xn-C/Xn-U traffic via PDU session without NG GTP-U tunnel
Proposal 3: RAN3 to capture the architecture and protocol stacks for WAB traffic transfer via PDU session without NG GTP-U tunnel in TR 38.799.
Alt 3: CP traffic transfer via SRB
When CP traffic (e.g. NG-C, Xn-C traffic) is transferred via PDU session, MT’s PDU session is used to transfer control plane traffic. However, PDU session is used to transfer user plane traffic currently. In this case, it needs to be discussed whether the existing Qos parameters for UP traffic is applicable to CP traffic as well, e.g., whether current QoS Flow Level QoS Parameters configured in the Qos profile at the gNB via the AMF is applicable to CP traffic.

Observation 12: If MT’s PDU session is used to transfer control plane traffic, it needs to be discussed whether current QoS Flow Level QoS Parameters configured at the gNB is applicable to CP traffic.
On the other hand, as discussed above, if Xn-C traffic is transferred via MT’s PDU session with NG GTP-U tunnel, Xn-C traffic between WAB node and gNB serving WAB-MT/other gNB needs to go through MT’s UPF which may be located in the CN and then go back to the RAN network, which would bring unnecessary radio resource utilization and latency. To address the above issues, it could be considered that CP traffic (especially for Xn-C traffic) could be transferred via SRB instead of PDU session between WAB node and gNB serving the WAB-MT. In this alternative, the CP traffic doesn’t go through MT’s UPF, so that radio resource overhead and latency of CP traffic transfer can be reduced. 

Observation 13: If CP traffic is transferred via SRB, the CP traffic doesn’t go through MT’s UPF and radio resource overhead and latency can be reduced. 

The architecture for WAB-gNB’s CP traffic transportation via WAB-MT’s SRB is shown in Figure 10. 
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Figure 10: The WAB architecture for traffic transfer via WAB-MT’s SRB
The protocol stacks for NG-C/Xn-C traffic transfer via WAB-MT’s SRB is shown in Figure 11. 
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Figure 11. Protocol stacks for NG-C/Xn-C traffic transfer via WAB-MT’s SRB

Proposal 4: RAN3 to capture the architecture and protocol stacks for WAB-gNB’s CP traffic transfer via SRB in TR 38.799.
Based on the above discussion, a TP to TR 38.799 is provided in the Annex to capture the above proposals. 
Proposal 5: RAN3 to agree the TP to TR 38.799 in the Annex. 
Conclusion
In this contribution, we discussed the architecture and protocol stack for supporting WAB and several potential alternatives were presented. And we have the following observations and proposals:

Alt 1: Traffic transfer via PDU session
Observation 1: In some deployment scenarios, multiple IP addresses are required by the WAB-gNB for diferrent usages. In this case, if WAB-gNB obtains its IP address via WAB-MT’s 5GC, at least one IPv6 multi-homed PDU Session or multiple PDU sessions needs be established for the WAB-MT.
Observation 2: If WAB-gNB obtains dynamic IP address via WAB-MT’s 5GC, the IP address of WAB-MT/gNB needs to be re-allocated upon the change of MT’s UPF. And the WAB-gNB need to re-establish the connection/association with the OAM and core network/other gNB. 
Observation 3: If WAB-gNB obtains static IP address via WAB-MT’s 5GC, SSC mode 1 shall be assigned to the WAB-MT’s PDU Session, which means the change of PDU Session Anchor for the WAB-MT is not supported. 
Observation 4: If WAB-gNB obtains IP address anchored at MT’s UPF via OAM, new IP address needs to be allocated to the WAB-gNB by the OAM once the WAB-MT’s UPF is changed, which would bring lots of burden to the operator. 
Observation 5: If dedicated IP addresses are allocated to WAB-gNB, the IP address doesn’t need to be re-allocated upon change of MT’s UPF. And it is flexible to configure multiple IP addresses/prefixes for the WAB-gNB for different usages. 

Observation 6: If dedicated IP addresses are allocated to WAB-gNB, it needs to be ensured that WAB-gNB’s traffic with dedicated IP address which is not anchored at MT’s UPF could be routed in the core network via the MT’s PDU session correctly. 

Observation 7: If a tunnel is established to encapsulate the WAB traffic, the WAB traffic with dedicated IP address encapsulated in the tunnel can be routable in the core network via the gateway terminating the tunnel.
Observation 8: In case IPsec tunnel is used, a security gateway(SEG) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the IPsec tunnel with the WAB-node.

Observation 9: In case layer 2 tunnel is used, a L2TP network server (LNS) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the layer 2 tunnel with the WAB-node, which can be implemented by an IP router.

Proposal 1: RAN3 to capture in the TR 38.799 that dedicated IP addresses can be allocated to WAB-gNB. And a tunnel (e.g. IPsec or L2TP) could be established to encapsulate the WAB traffic. And a gateway could be deployed to terminate the tunnel. 

Proposal 2: RAN3 to capture the WAB architecture and protocol stack using dedicated IP addresses for WAB-gNB when WAB traffic is encapsulated in a tunnel and transported via PDU session backhaul in the TR 38.799. 
Alt 2: traffic transfer via PDU session without NG GTP-U tunnel
Observation 10: If WAB-gNB’s Xn traffic is transferred via MT’s PDU session with NG GTP-U tunnel, the Xn traffic needs to  go through MT’s UPF which may be located in the CN and then go back to the RAN network, which would bring unnecessary radio resource utilization and latency. 

Observation 11: If WAB-gNB’s traffic is transferred via WAB-MT’s backhaul PDU session without NG GTP-U tunnel, WAB-gNB’s traffic doesn’t need to be encapsulated into MT’s NG GTP-U tunnel and donesn’t to go through MT’s UPF, the radio resource overhead and latency of traffic transfer can be reduced. 

Proposal 3: RAN3 to capture the architecture and protocol stacks for WAB traffic transfer via PDU session without NG GTP-U tunnel in TR 38.799.

Alt 3: CP traffic transfer via SRB
Observation 12: If MT’s PDU session is used to transfer control plane traffic, it needs to be discussed whether current QoS Flow Level QoS Parameters configured at the gNB is applicable to CP traffic.
Observation 13: If CP traffic is transferred via SRB, the CP traffic doesn’t go through MT’s UPF and radio resource overhead and latency can be reduced. 

Proposal 4: RAN3 to capture the architecture and protocol stacks for WAB-gNB’s CP traffic transfer via SRB in TR 38.799.
Proposal 5: RAN3 to agree the TP to TR 38.799 in the Annex. 
Reference
RP-240319 Revised SID on Study on additional topological enhancements for NR, NTT DOCOMO, INC., AT&T
R3-242236, TP for TR 38.799 on WAB general requirements and architecture
Annex: TP to TR 38.799 v0.0.0
-------------------------------------------Start of changes-------------------------------------------
4.2
WAB Architecture

Editor Note: Architecture and protocol stack to support a gNB with MT function providing PDU session backhaul.

Figure 4.2-1 shows an example of WAB architecture for 5GS when the WAB-gNB’s NG traffic is transported via PDU session backhaul.
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Figure 4.2-1: The WAB architecture example for 5GS when the WAB-gNB traffic is transported via PDU session backhaul

Figure 4.2-2 shows an example of WAB architecture for 5GS when the WAB-gNB’s NG traffic is transported via non-3GPP backhaul:
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Figure 4.2-2: The WAB architecture example for 5GS when the WAB-gNB traffic is transported via non-3GPP backhaul
Figure 4.2-3 shows protocol stack examples of Control plane and User plane transport for a UE connected to the network via a WAB-node.
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Figure 4.2-3: Protocol stack examples of Control plane and User plane transport for UEs connected via WAB-node

Figure 4.2-4 shows an example of WAB architecture for using dedicated IP addresses for WAB-gNB via tunnel when the WAB-gNB’s NG traffic is transported via PDU session backhaul. 
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Figure 4.2-4: The WAB architecture example for 5GS using dedicated IP addresses for WAB-gNB when the WAB-gNB traffic is transported via PDU session backhaul through a tunnel
Figure 4.2-5 shows protocol stack examples for NG-U and NG-C transport using layer 2 tunnel. 
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Figure 4.2-5: The protocol stack for NG-U and NG-C transport using layer 2 tunnel
Figure 4.2-6 shows an example of WAB architecture for WAB traffic transfer via PDU session without NG GTP-U tunnel. 
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Figure 4.2-6: The WAB architecture for traffic transfer via PDU session without NG GTP-U tunnel
Figure 4.2-7 shows protocol stack examples for NG-C/NG-U traffic transfer via PDU session without NG GTP-U tunnel.  
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Figure 4.2-7. Protocol stack for NG-C/NG-U traffic via PDU session without NG GTP-U tunnel

Figure 4.2-8 shows protocol stack examples for Xn-C/Xn-U traffic transfer via PDU session without NG GTP-U tunnel.
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Figure 4.2-8. Protocol stack for Xn-C/Xn-U traffic via PDU session without NG GTP-U tunnel

Figure 4.2-9 shows an example of WAB architecture for WAB-gNB’s CP traffic transportation via WAB-MT’s SRB. 
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Figure 4.2-9: The WAB architecture for traffic transfer via WAB-MT’s SRB
Figure 4.2-10 shows protocol stack examples for NG-C/Xn-C traffic transfer via WAB-MT’s SRB. 
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Figure 4.2-10. Protocol stacks for NG-C/Xn-C traffic transfer via WAB-MT’s SRB

4.3
Operational aspects

Editor Note: 

- Impact of WAB mobility within an existing RAN (e.g., inter-gNB neighbour relations).

- Inter-gNB- and gNB-to-CN signalling to address the support of WAB.
4.3.1 IP address allocation for WAB-node
A WAB-node may obtain IP address(es) for the WAB-MT part as a normal UE. The WAB-MT may deliver the allocated IP address to the co-located WAB-gNB, which is used by the WAB-node for traffic exchange via the backhaul. Or the WAB-gNB may obtain its IP addresses anchored at MT’s UPF via OAM. In both cases, new IP addresses needs to be allocated to the WAB-gNB once the WAB-MT’s UPF is changed. 

The WAB-gNB may obtain dedicated IP address(es) by operator. In this case, separate IP addresses are used by the WAB-gNB and co-located WAB-MT. And the IP address of WAB-gNB doesn’t need to be re-allocated upon change of MT’s UPF. Multiple IP addresses/prefixes could be allocated for the WAB-gNB for different usages. 
A tunnel could be established to encapsulate the WAB traffic. For instance, the tunnel could be based on IPsec or Layer 2 Tunneling Protocol (L2TP), etc. And a gateway could be deployed to terminate the tunnel. In this way, the WAB traffic with dedicated IP address encapsulated in the tunnel can be routable in the core network via the gateway terminating the tunnel. In case IPsec tunnel is used, a security gateway(SEG) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the IPsec tunnel with the WAB-node. In case L2TP tunnel is used, a L2TP network server (LNS) may be deployed between the WAB-MT’s UPF and UE’s core network to establish the layer 2 tunnel with the WAB-node. 
-------------------------------------------End of changes-------------------------------------------
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serving UE
Xn-C/Xn-U over BH PDU Session(s)
Xn-U/Xn-C interface traffic of WAB-gNB Transported via backhaul PDU session(s)







RLC
PDCP
MAC
PHY
RLC
MAC
PHY
NAS
UE
SCTP
PDCP
NAS
NG-C
SCTP
IP
L1/L2
RRC
NGAP
NGAP
RRC
RLC
PDCP
MAC
PHY
RLC
MAC
PHY
IP
PDCP
L1/L2
SDAP
SDAP
IP
gNB
serving WAB-MT
AMF
serving UE
NR Uu
Access Link
NR Uu
Backhaul Link
WAB-node
WAB-gNB
WAB-MT
IP



WAB node
gNB serving WAB-MT
MT’s UPF
Xn traffic between WAB node and gNB serving WAB-MT
WAB node
gNB serving WAB-MT
MT’s UPF
Xn traffic between WAB node and other gNB
gNB








RLC
PDCP
MAC
PHY
RLC
MAC
PHY
NAS
UE
SCTP
PDCP
NAS
NG-C
SCTP
IP
L1/L2
UPF
serving WAB-MT
RRC
NG-AP
NG-AP
RRC
RLC
PDCP
MAC
PHY
RLC
MAC
PHY
GTP-U
UDP
IP
GTP-U
PDCP
UDP
IP
L1/L2
L1/L2
L1/L2
SDAP
SDAP
IP
IP
BH PDU Session
gNB
serving WAB-MT
AMF
serving UE
NR Uu
Access Link
NR Uu
Backhaul Link
NG-U
IP
WAB-node
WAB-gNB
WAB-MT
Control plane





RLC
PDCP
MAC
PHY
RLC
MAC
PHY
IP
UE
UDP
PDCP
IP
NG-U
UDP
IP
L1/L2
UPF
serving WAB-MT
SDAP
GTP-U
GTP-U
SDAP
RLC
PDCP
MAC
PHY
RLC
MAC
PHY
GTP-U
UDP
IP
GTP-U
PDCP
UDP
IP
L1/L2
L1/L2
L1/L2
SDAP
SDAP
IP
IP
BH PDU Session
User plane
gNB
serving WAB-MT
UPF
serving UE
NR Uu
Access Link
NR Uu
Backhaul Link
NG-U
IP
WAB-node
WAB-gNB
WAB-MT



WAB-MT
gNB 
serving WAB-MT
5GC
serving WAB-MT
NG-C
/NG-U
NR Uu
WAB-node
WAB-gNB
UE
NR Uu
BH PDU Session(s)
NG-C/NG-U over BH PDU Session(s)
Backhaul PDU Session(s) for transporting of NG-C/NG-U interface traffic of WAB-gNB
NG-U/NG-C interface traffic of WAB-gNB Transported via backhaul PDU session(s)
5GC 
serving UE
Gateway for tunnel
tunnel for backhaul traffic, e.g. IPsec/L2TP
Dedicated IP address is used



WAB-MT
gNB 
serving WAB-MT
5GC
serving WAB-MT
NG-C/NG-U
NR Uu
WAB-node
WAB-gNB
UE
NR Uu
BH PDU Session(s)
NG-C/NG-U over BH PDU Session(s)
Backhaul PDU Session(s) for transporting of NG-C/NG-U interface traffic of WAB-gNB
NG-U/NG-C interface traffic of WAB-gNB Transported via backhaul PDU session(s)
5GC 
serving UE



