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1	Introduction
TSG RAN approved the SI on Additional Topological Enhancements for NR [1]. In the last meeting, the following agreements were achieved [2]:

	The study focuses on the use of WAB-MT´s PDU session via NR Uu as backhaul of WAB gNB. Other options for the backhaul (including non-3GPP radio technology) are not precluded but not a part of the study.
It is agreed that the study is focused on NR-Uu backhaul
The WAB-MT may connect to a public PLMN or an SNPN.
The WAB-gNB may connect to a public PLMN or an SNPN.
A WAB-gNB cannot serve WAB MTs

The WAB-MT supports at least a subset of UE functionalities.
The NR-Uu backhaul link does not include the IP layer. The IP layer is included in the NG-U and NC-C. Amend Figure X.Y.3 by correcting the dashed vertical lines.
The scope of the study is limited to PDU Session Backhauling. Other options are not precluded but not treated in this study.



Further, RAN3 agreed (TP to TR 38.799) WAB general requirements and architecture in R3-242236.

This contribution discusses further requirements and architecture aspects of WAB.


2	Discussion
2.1	WAB terminology
In last meeting, RAN3 discussed the terminology used for WAB. RAN3 decided to use the terms “WAB-MT-serving gNB/5GC” and “UE-serving 5GC” in the architecture figures introduced to TR 23.700. While these terms are sufficiently self-explanatory, several companies had the feeling that they tended to be a little too long. It was further discussed whether to use the term “BH gNB/5GC” in place of “WAB-MT-serving RAN/5GC”. Some companies were concerned that the term “BH gNB/5GC” could be misleading since the WAB-MT-serving RAN/5GC might also serve UEs, i.e., was not solely deployed for backhauling purposes. 
The authors of this contribution believe that a shorter form for “WAB-MT-serving gNB/5GC” would be beneficial. At present, the terms “BH gNB/5GC” seems to be the most adequate candidates. The above concerns raised by some companies can be addressed by providing a proper definition in the TR. 
Proposal 0: TR 38.799 can use the terms “BH gNB” and “BH 5GC” in place of “WAB-MT-serving RAN” and “WAB-MT-serving 5CN”, respectively, together with the following definitions:
· The 5G RAN Node serving the WAB-MT may be referred to as “BH gNB”. This gNB may also serve UEs. 
· The 5GC serving the WAB-MT may be referred to as “BH 5GC”. This 5GC may also serve UEs. 

2.2	Backhauling via non-WAB-aware RAN
WAB supports similar use cases as mobile IAB. However, WAB may provide significantly more deployment flexibility than mobile IAB for the following reasons:
· Mobile IAB mandates mobile-IAB awareness on RAN: For the support of mobile IAB, it is necessary that all RAN nodes used for backhauling are upgraded to support mobile-IAB-specific functionality. This upgrade is necessary, for instance, since mobile IAB uses a backhaul-specific protocol stack for transport (e.g. including BAP layer).
Downside for mobile IAB: The requirement to upgrade the entire RAN to support mobile IAB represents a significant burden to the rollout of mobile IAB, especially for use cases where mobile IAB-nodes move over an extended RAN area. This upgrade requirement applies even if only a few mobile IAB-nodes are deployed. As a result, mobile IAB deployment cannot be conducted in incremental manner, i.e., by upgrading the RAN in proportion to the number of mobile IAB-nodes deployed. 
· WAB need not require BH RAN enhancements: Since the WAB-node uses a legacy Uu access stack with PDU session for backhauling, backhaul connectivity can be provided for WAB-nodes even by a legacy RAN. While Rel-19 may introduce WAB-specific enhancements to the BH RAN, the support of these enhancements need not be mandatory to enable basic WAB backhauling.
Upside for WAB: If backhauling for WAB could be supported by a non-WAB-aware RAN, WAB rollout could occur in an incremental, cost-effective manner. It would be possible to deploy WAB-nodes and have these nodes provide BH connectivity service over the MNO’s entire network area without any RAN upgrade. Over time, the RAN used for backhauling could be incrementally upgraded to WAB-specific enhancements, as needed, e.g., to improve the performance experienced via WAB.
For these reasons, RAN3 should aim to support WAB backhauling via a non-WAB-aware RAN.
SA2’s effort on VMR Phase 2 has already taken this route by proposing WAB-MT authorization to use a slice-based mechanism, which does not require any upgrade on the RAN.
Observation 1a: In case WAB backhauling is supported via a non-WAB-aware RAN, WAB deployment can occur in a more cost-effective, incremental manner. 
Observation 1b: Since backhauling for WAB uses the legacy Uu access stack, it is possible to support WAB backhauling via a non-WAB-aware RAN. 
Observation 1c: Since SA2 VMR Ph2 proposes WAB authorization via legacy slice-based mechanisms, WAB-MT authorization does not require any enhancements to the RAN. 
Proposal 1a: To enable cost-effective incremental WAB deployment, RAN3 aims to support backhauling of WAB nodes via a non-WAB-aware RAN, which is in line with SA2’s solution on slice-based WAB-MT authorization and RAN’s agreement on PDU-session-based backhauling.
The RAN effort on WAB can still introduce enhancements to the BH RAN, e.g., to provide benefits for WAB operation. These enhancements, however, should be optional and they should not preclude the WAB-node to also operate via a non-WAB-aware BH RAN.
Proposal 1b: Rel-19 enhancements to the RAN for WAB backhauling can be considered in the study, but they should not preclude WAB backhauling via a non-WAB-aware RAN.

2.3	Support for Xn 
RAN3 agreed that the WAB-MT’s PDU session is used for backhauling. This implies that NG is carried over the WAB-MT’s PDU session(s). It implies that Xn, if supported, is also carried over the WAB-MT’s PDU session. 
During last meeting, some companies raised concerns that carrying Xn over PDU-session would incur too much latency with the BH UPF residing deep in the CN. However, it is possible to deploy the UPF used for backhauling in close vicinity to the RAN as it is done for mobile edge computing. While this may require UPF changes as the WAB-node moves across the network, such UPF changes can be conducted using Session and Service Continuity (SSC) mode 3, i.e., without performance degradation, as discussed in more detail in another contribution.
Observation 2: Xn over PDU session is compliant with RAN3 agreements and SID objectives, and it can be conducted with low latency, e.g., by deploying the BH UPF in close vicinity to the RAN. 
As for legacy networks, Xn may or may not have to not be supported. There is no principal reason to preclude the WAB-gNB to support an Xn interface.
Proposal 2a: In compliance with RAN3 prior agreements and SID objectives, the WAB-gNB’s Xn interface, if supported, is carried over PDU session. 
Proposal 2b: As for legacy NG RAN deployments, the support of WAB-gNB’s Xn interface is optional and up to implementation. There is no reason to preclude support of Xn for WAB-gNB.

2.4	QoS support on BH
As discussed by SA2 and provided by TR 23.700-06, either a single PDU session or multiple PDU sessions can be used for NG-C and NG-U. 
Separate QoS flows can be established on the PDU session to support prioritization of NG-C over NG-U traffic and for differentiation of various QoS classes on NG-U.
To reduce latency, the backhauling UPF can be deployed in close vicinity to the BH gNB as already discussed in the context of Xn support above.
Proposal 3a: For QoS support on the backhaul, legacy mechanisms for flow-based QoS support over PDU sessions can be reused as defined by TS 23.401/402.
Proposal 3b: As discussed by TR23700-06, the mapping from QoS flows on NG-U, NG-C, Xn-U and Xn-C to the QoS flows defined on the backhaul PDU session(s) can be enforced via DSCP markings, which are set by the BH UPF for downlink traffic and by the WAB-gNB for UL traffic.
Proposal 3c: To reduce latency, the backhauling UPF can be deployed in close vicinity to the backhauling gNB based on implementation.

2.5	OAM connectivity
OAM-connectivity can be provided via a PDU session established for the WAB-MT. The WAB-gNB needs to have OAM connectivity throughout the WAB-node’s mobility across the network. This issue has already been handled for mobile IAB, and therefore, the same procedures defined for mobile IAB can be adopted for WAB.
Proposal 4a: OAM connectivity for the WAB-node can be provided via the WAB-MT’s PDU session. To sustain OAM connectivity throughout the WAB-node’s movement across the network, the same stage-2 procedure can be used as defined for mobile IAB.
In the last meeting, some contributions discussed OAM aspects related to the roaming of the WAB-MT across PLMNs. These aspects are not in scope of the RAN3 discussion.
Proposal 4b: Aspects related to OAM connectivity for a roaming WAB-MT are not in RAN3 scope.
3	Conclusion
This contribution discussed further requirements and architecture aspects of WAB.. The following observations and proposals have been made:

[bookmark: _Hlk165901911]On WAB terminology:

Proposal 0: TR 38.799 can use the terms “BH gNB” and “BH 5GC” in place of “WAB-MT-serving RAN” and “WAB-MT-serving 5CN”, respectively, together with the following definitions:
· The 5G RAN Node serving the WAB-MT may be referred to as “BH gNB”. This gNB may also serve UEs. 
· The 5GC serving the WAB-MT may be referred to as “BH 5GC”. This 5GC may also serve UEs. 

On backhauling via non-WAB-aware RAN:

Observation 1a: In case WAB backhauling is supported via a non-WAB-aware RAN, WAB deployment can occur in a more cost-effective, incremental manner. 
Observation 1b: Since backhauling for WAB uses the legacy Uu access stack, it is possible to support WAB backhauling via a non-WAB-aware RAN. 
Observation 1c: Since SA2 VMR Ph2 proposes WAB authorization via legacy slice-based mechanisms, WAB-MT authorization does not require any enhancements to the RAN. 
Proposal 1a: To enable cost-effective incremental WAB deployment, RAN3 aims to support backhauling of WAB nodes via a non-WAB-aware RAN, which is in line with SA2’s solution on slice-based WAB-MT authorization 
Proposal 1b: Rel-19 enhancements to the RAN for WAB backhauling can be considered in the study, but they should not preclude WAB backhauling via a non-WAB-aware RAN.

On support of Xn:
Observation 2: Xn over PDU session is compliant with RAN3 agreements and SID objectives, and it can be conducted with low latency, e.g., by deploying the BH UPF in close vicinity to the RAN. 
Proposal 2a: In compliance with RAN3 prior agreements and SID objectives, the WAB-gNB’s Xn interface, if supported, is carried over PDU session. 
Proposal 2b: As for legacy NG RAN deployments, the support of WAB-gNB’s Xn interface is optional and up to implementation. There is no reason to preclude support of Xn for WAB-gNB.

On BH QoS support:
Proposal 3a: For QoS support on the backhaul, legacy mechanisms for flow-based QoS support over PDU sessions can be reused as defined by TS 23.401/402.
Proposal 3b: As discussed by TR23700-06, the mapping from QoS flows on NG-U, NG-C, Xn-U and Xn-C to the QoS flows defined on the backhaul PDU session(s) can be enforced via DSCP markings, which are set by the BH UPF for downlink traffic and by the WAB-gNB for UL traffic.
Proposal 3c: To reduce latency, the backhauling UPF can be deployed in close vicinity to the backhauling gNB based on implementation.

On OAM connectivity:
Proposal 4a: OAM connectivity for the WAB-node can be provided via the WAB-MT’s PDU session. To sustain OAM connectivity throughout the WAB-node’s movement across the network, the same stage-2 procedure can be used as defined for mobile IAB.
Proposal 4b: Aspects related to OAM connectivity for a roaming WAB-MT are not in RAN3 scope.
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4	Wireless Access Backhaul (WAB)
4.1	General
The study is based on the following requirements:
· The WAB-node includes a gNB component (WAB-gNB) and an MT component (WAB-MT).
· The WAB-gNB is based on the gNB functionality specified in TS 38.300 [x] and TS 38.401 [y]. 
· The CU-DU split of the WAB-gNB is not considered in this study.
· The WAB-MT supports at least a subset of UE functionalities.
· The NR Uu is used for the radio link between WAB-gNB and the served UEs. 
· The NR Uu radio link between the WAB-gNB and the served UEs does not use NTN.
· The study focuses on NR-Uu backhaul.
· In-band scenario for access and backhaul is not precluded to be studied.
· The study precludes the scenario where the access and the backhaul are in-band while the backhaul uses NTN.
· The study focuses on the use of WAB-MT´s PDU session via NR Uu as backhaul of WAB-gNB. Other options for the backhaul (including non-3GPP radio technology) are not precluded but are not a part of the study.
· A WAB-gNB cannot serve WAB-MT(s).
· The study includes a scenario where the WAB-gNB and the WAB-MT connect to the same PLMN or to different PLMNs.
· The WAB-MT may connect to a public PLMN or an SNPN.
· The WAB-gNB may connect to a public PLMN or an SNPN. 
· Legacy UEs can connect to the WAB-gNB. There are no WAB-specific enhancements for UEs that connect to the WAB-gNB.
· The 5G RAN Node serving the WAB-MT may be referred to as “BH gNB”. This gNB may also serve UEs. 
· The 5GC serving the WAB-MT may be referred to as “BH 5GC”. This 5GC may also serve UEs. 
· To enable cost-effective WAB deployment, the study aims to support backhauling of WAB-nodes via a non-WAB-aware RAN. The study can include enhancements to the RAN for WAB backhauling, but these enhancements should not preclude WAB-node backhauling via a non-WAB-aware RAN.


4.2	WAB Architecture
Editor Note: Architecture and protocol stack to support a gNB with MT function providing PDU session backhaul.
4.2.1	WAB backhauling via PDU session and via non-3GPP interface 

Figure 4.2.1-1 shows an example of WAB architecture for 5GS when the WAB-gNB’s NG traffic is transported via PDU session backhaul.


Figure 4.2.1-1: The WAB architecture example for 5GS when the WAB-gNB traffic is transported via PDU session backhaul

Figure 4.2.1-2 shows an example of WAB architecture for 5GS when the WAB-gNB’s NG traffic is transported via non-3GPP backhaul:



Figure 4.2.1-2: The WAB architecture example for 5GS when the WAB-gNB traffic is transported via non-3GPP backhaul
Figure 4.2.1-3 shows protocol stack examples of Control plane and User plane transport for a UE connected to the network via a WAB-node using PDU session for backhauling of NG. The support a PDU session of the transport of NG does not require enhancements to the BH RAN.




Figure 4.2.1-3: Protocol stack examples of Control plane and User plane transport for UEs connected via WAB-node
4.2.2	Support of Xn 
The WAB-gNB can support the Xn interface to other RAN nodes, where Xn-C and Xn-U are carried over PDU session. NG and Xn can be routed over the same PDU session can or over different PDU sessions based on implementation. As for a legacy RAN, the support of Xn is up to implementation. 
The latency of the Xn interface can be reduced by deploying the UPF of the PDU session carrying Xn into close vicinity to the BH gNB. 
The support of Xn does not require WAB-specific enhancements on the RAN used for backhauling.
Figure 4.2.2-1 shows protocol stack examples for the WAB-gNB’s Xn-C and Xn-U transport over PDU session.



Figure 4.2.2-1: Protocol stack examples for the WAB-gNB’s Xn-C and Xn-U transport over PDU session

4.2.3	QoS support on WAB backhaul
The WAB-MT can support a single or multiple PDU sessions for backhauling.
The PDU session can support flows with different QoS values based on legacy mechanisms. The 5QI of the UE’s NG-U and the priorities of the WAB-gNB’s NG-C can be mapped to the QoS flows supported on the backhaul PDU session(s): 
· In DL direction, the UE’s UPF maps the UE’s 5QI to a DSCP marking on the outer IP layer of the UE’s NG-U. The DSCP value is then mapped to the backhaul 5QI and corresponding DSCP on the wireline backhaul section between UE’s UPF and BH UPF.
· In UL direction, the WAB-gNB maps the UE’s 5QI to a DSCP marking on the outer IP layer of the UE’s NG-U session. The DSCP value is then mapped to the backhaul 5QI and the corresponding DRB on the Uu backhaul link between WAB-MT and BH gNB.
Further details are described in TR 23.700-06. Figure 4.2.3-1 shows an example for the marking of the DSCP values between WAB-gNB and UE’s UPF.
The support of QoS on the backhaul and the mapping from the UE’s NG to the backhaul QoS does not require enhancements to the RAN used for backhauling.



Figure 4.2.3-1: Mapping of QoS flows at MWAB and at BH UPF


4.2.4	WAB-node authorization on the BH network
WAB-node authorization on the BH network has been discussed in solutions 4 and 5 in TR 23.700-06. The following RAN-related aspects need to be considered:
1. Selection of an AMF that can authorize the WAB-MT.
2. WAB-indication to AMF and authorization indication to WAB-node.
3. Availability of WAB-authorization status at BH RAN.

4.2.4.1	Selection of an AMF that can authorize the WAB-MT
The AMF can be selected by the WAB-MT’s BH gNB. This implies that the WAB-MT provides sufficient indication to the BH gNB, so that the WAB-MT can select an appropriate AMF.
Two potential solutions can be considered:
Option 1: The WAB-MT includes an explicit “WAB-node” indicator in the RRC Connection Setup Complete message. Based on this indicator, the BH gNB selects the AMF.
Option 2: WAB uses a dedicated NSSAI, and the WAB-MT includes this NSSAI in the RRC Connection Setup Complete message. In case RAN cannot select an AMF supporting this NSSAI, the selected AMF may perform re-selection of an AMF that supports this NSSAI.
Comparison of Options: Option 1 has the disadvantage that it requires mandatory enhancement of the BH RAN for WAB support. Option 2 does not require an enhancement to the BH RAN. Therefore, Option 2 can work with a non-WAB-aware RAN.
4.2.4.2	WAB-node indication to AMF and authorization indication to WAB-node
Two potential solutions can be considered:
Option A: The WAB-node indication is passed via the AS layer, i.e., RRC Connection Setup Complete message and NGAP Initial UE Message to the AMF. The authorization indication is passed via AS layer to the WAB-node.
Option B: The WAB-node indication is passed to the AMF via NAS, and the WAB authorization is passed to the WAB-node via NAS. This solution can be applied in case WAB authorization is based on dedicated NSSAI.
Comparison of Options: Option A has the disadvantage that it requires mandatory enhancement of the BH RAN for WAB support. Option B does not require an enhancement to the BH RAN. Therefore, Option B can work with a non-WAB-aware RAN.
4.2.4.3	Availability of WAB-authorization status at BH RAN
The WAB-authorization status only needs to be available at the BH RAN in case the BH RAN conducts WAB-specific decisions, e.g., the decision to establishment the backhaul. For WAB, the BH RAN needs to establish dedicated DRBs for the BH PDU session(s). However, the establishment is based on legacy NG signaling provided by the AMF. Therefore, there is no need for the BH RAN to have information on the WAB-authorization status.

4.3	OAM connectivity
The WAB-node’s OAM connectivity can be provided via the WAB-MT’s PDU session. The same stage-2 procedures can be applied as defined for the OAM connectivity of the mobile IAB-node.

	End of Change
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