	
[bookmark: _Ref452454252]3GPP TSG-RAN WG3 Meeting #124	R3-243124
Fukuoka, Japan, 20th – 24th May, 2024


Agenda Item:	11.3
Source:	Nokia
[bookmark: _Hlk165836243]Title:	(TP for TR 38.743) Further discussion on solution for AI/ML-based CCO
Document for:	Text Proposal
1	Introduction
RAN3#123bis took initial agreements for AI/ML-based CCO for non-split and split architecture:
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
So while in split architecture the location of AI/ML Model training and inference in the gNB-CU has been agreed, an open point remains whether AI/ML Model Inference may be located in the gNB-DU. 
We also agreed an initial TP to TR 38.743 at last meeting, but e.g. solution details for AI/ML Model Training and Inference still need to be captured. In the present paper we provide details of the solution for AI/ML Model training and/or inference in the gNB-CU as per the current agreement. We further discuss AI/ML Model Inference located in the gNB-DU.
2	Discussion
2.1	Solution for AI/ML Model Training and/or Inference in the gNB-CU
Figure 1 shows an overview of a solution where a gNB-CU performs CCO issue detection using an AI/ML model trained by OAM.

 
[bookmark: _Ref165822259]Figure 1: AI/ML Model Training in OAM, AI/ML Model Inference in the gNB-CU.
In steps 1-6 of Figure 1, the OAM collects input data for model training from the UE (via the gNB-CU), gNB-DU, gNB-CU and from the neighbouring NG-RAN node 2. In step 8, the OAM deploys or updates the model in the gNB-CU.
In steps 9-11, the gNB-CU collects input data for model inference (step 12), and optionally provides model performance feedback to the OAM in step 13.
In step 14, the gNB-CU sends model inference output (actual or predicted CCO issue and affected cells) to the gNB-DU. The gNB-DU therefore takes the role as actor according to the agreed NG-RAN framework for AI/ML included in TR 37.817, detail of the framework in Figure 2 below.
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[bookmark: _Ref165825614]Figure 2: Functional Framework for RAN Intelligence (detail from TR 37.817 Figure 4.2-1)
The role of the Actor is further described in TR 37.817:
Actor is a function that receives the output from the Model Inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
-	Feedback: Information that may be needed to derive training data, inference data or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.
In step 15 the gNB-DU (Actor) determines the coverage state change (action), and provides feedback to the gNB-CU. The gNB-CU also receives feedback from UEs (step 17) and from the NG-RAN node 2 (step 18). Feedback is also sent to the OAM (steps 19, 20).
We believe the above description is well aligned with the AI/ML framework captured in TR 37.817, and propose to capture it in the TR. 
Proposal 1: Capture CCO solution details for AI/ML Model Training in OAM, AI/ML Model Inference in the gNB-CU as described above in the TR.
In annex of this paper we also provide solution for AI/ML Model Training and Inference in the gNB-CU along similar lines.
Proposal 2: Capture corresponding CCO solution details for AI/ML Model Training and Inference in the gNB-CU in the TR.
2.2 	Aspects relative to AI/ML Model Inference located in the gNB-DU
We have shown in section 2.1 AI/ML Model inference in the gNB-CU, with the gNB-DU taking the role of Actor. This role distribution is well in line with the AI/ML framework developed during the Rel-17 study (TR 37.817) and therefore has the advantage of e.g. clear distinction between model inference output and feedback due to deterministic behaviour of the gNB-DU, not being dependent on any second AI/ML Model for the CCO use case. This provides the ground for converging training of the AI/ML model, and consistent output in model inference phase. 
Still, deployment of different AI/ML Models being simultaneously deployed in a given entity (gNB-DU, gNB-CU) can not be precluded, and chained (multi-step) inference has earlier been discussed in RAN3. It has been assumed that AI/ML Model training and inference in these deployments can run independently of each other from AI/ML framework point of view, and that such AI/ML Model coexistence would hence not require standards support.
However, for the present case of AI/ML Model Inference for CCO located in the gNB-DU, the RAN3 discussion state is as follows:
There is no consensus on whether inference is at the gNB-DU for Network Slicing and CCO. 
It is FFS whether inference at the gNB-DU is needed based on the benefits and the identified cases compared with inference at the gNB-CU. 
The proposed output from AI/ML model inference for CCO in the gNB-CU is predicted coverage state (and not CCO issue), but we believe that an AI/ML model for CCO in the gNB-DU, if a coverage state is to be predicted and not simply determined as per legacy algorithms, necessarily will need to further analyze the CCO issue which is the only information that can determine the coverage state to be adopted in our view. In this case we don’t believe that an AI/ML Model in the gNB-DU can run independently of an AI/ML Model in the gNB-CU, and study on AI/ML framework for model inference chaining (or multi-step prediction) would be required.
Furthermore, in order to be sure that such further analysis of the CCO issue in the gNB-DU can be reliable, we believe that a significant amount of information needs to be transferred from the gNB-CU e.g. linked to UE trajectory and cell neighbour relation information. And, on the opposite side, if no additional CCO issue prediction is needed, and coverage state prediction can be performed without additional information being made available in the gNB-DU, AI/ML Model inference in the gNB-DU can be supported by implementation and therefore doesn’t need to be further studied by RAN3 and no standardized support would be required.  
Observation 1: Standardized support for AI/ML model inference in the gNB-DU for CCO would be linked to CCO issue detection. This would require significant duplication of information in the gNB-DU which is already available in the gNB-CU, and require study on AI/ML framework for model inference chaining (or multi-step prediction).
We believe that the CCO issue is fully determined or predicted at both cell and beam level by the gNB-CU as per RAN3’s current agreement. Any additional step in the CCO issue prediction therefore doesn’t seem needed and would also not correspond to the current architecture choice for CCO. The current situation therefore enables the gNB-DU to use a legacy approach to come up with resolution for the predicted CCO issue, i.e. remain in charge of selection and application of the new cell and/or beam configurations for affected cells and beams.
Observation 2: The CCO issue is fully determined or predicted at both cell and beam level by the gNB-CU and further CCO issue analysis in the gNB-DU would go against the principle of functional split used for legacy CCO.
Additionally, we don’t see any particular rationale coming from e.g. time scale of CCO issue detection in favour of moving this function to the gNB-DU. In this context it could be mentioned that the time scale for detection of capacity issues is well suitable for detection in the gNB-CU, which also has the required trajectory information and cell adjacency information. Based on this we believe that standardized support for inference at the gNB-DU for CCO would not be beneficial. 
[bookmark: _Hlk165836615]Proposal 3: The present study to be based on the assumption that the gNB-DU can use the legacy approach for resolution for the predicted CCO issue.
3	Conclusion
We have made the following observations and proposals:
Proposal 1: Capture CCO solution details for AI/ML Model Training in OAM, AI/ML Model Inference in the gNB-CU as described above in the TR.
Proposal 2: Capture corresponding CCO solution details for AI/ML Model Training and Inference in the gNB-CU in the TR.
Observation 1: Standardized support for AI/ML model inference in the gNB-DU for CCO would be linked to CCO issue detection. This would require significant duplication of information in the gNB-DU which is already available in the gNB-CU, and require study on AI/ML framework for model inference chaining (or multi-step prediction).
Observation 2: The CCO issue is fully determined or predicted at both cell and beam level by the gNB-CU and further CCO issue analysis in the gNB-DU would go against the principle of functional split used for legacy CCO.
Proposal 3: The present study to be based on the assumption that the gNB-DU can use the legacy approach for resolution for the predicted CCO issue.
We have provided a corresponding TP to TR 38.743 in annex of this paper.
Annex	- TP for TR 38.743
The TP is based on TR 38.743 v.0.1.0 (R3-242243).
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[bookmark: _Toc162258896]4.2	AI/ML based Coverage and Capacity Optimization
[bookmark: tsgNames][bookmark: _Toc162258897]4.2.1	Use case description
[bookmark: _Toc162258898]The objective of NR Coverage and Capacity Optimization (CCO) function is to detect and resolve or mitigate CCO issues. An NG-RAN node may autonomously adjust within and switch among coverage configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes with the list of cells and SSBs with modified coverage included.
In the legacy CCO solution, a reactive approach is used: when the gNB (gNB-CU in case of CU-DU split architecture) detects a CCO issue which negatively impacts network and UE performance after it has already occurred, the gNB (gNB-DU in case of CU-DU split architecture) attempts to resolve or mitigate it. 
With an AI/ML based CCO, a more proactive approach is used to prevent (or limiting at an early stage) the rise of a CCO issue with the consequent degradation of network (and UE) performance.
AIML-based CCO issue detection in the gNB-CU leverages the potential of AI/ML to predict CCO issue e.g. based on the symptoms listed in TS 28.628 [x1] clause 4.5.3.1, hence enabling the gNB-DU to trigger corrective actions in anticipation of an upcoming issue.
4.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based CCO:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
- AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
- AI/ML Model Training and Model Inference are both located in the gNB-CU.

AI/ML Model Training in OAM:
Figure x1 shows an overview of a solution where a gNB-CU performs CCO issue detection using an AI/ML model trained by OAM.


Figure x1: AI/ML Model Training in OAM, AI/ML Model Inference in the gNB-CU.
Steps 1-6: The OAM collects input data for model training from the UE (via the gNB-CU), gNB-DU, gNB-CU and from the neighbouring NG-RAN node 2. 
Step 7, 8: AI/ML Model training in the OAM. The OAM deploys or updates the model in the gNB-CU.
Steps 9-11: The gNB-CU collects input data for model inference.
Step 12, 13: AI/ML Model inference in the gNB-CU. The gNB-CU optionally provides model performance feedback to the OAM.
Step 14: The gNB-CU sends model inference output (actual or predicted CCO issue and affected cells) to the gNB-DU.
Steps 15, 16: The gNB-DU (Actor) determines the coverage state change (action), and provides feedback to the gNB-CU.
Steps 17-20: The gNB-CU receives feedback from UEs (step 17) and from the NG-RAN node 2 (step 18). Feedback is also sent to the OAM (steps 19, 20).

AI/ML Model Training in NG-RAN:
Figure x2 shows an overview of a solution where a gNB-CU trains an AI/ML Model and uses it for CCO issue detection.

 Figure x2: AI/ML Model Training and AI/ML Model Inference in the gNB-CU.
Steps 1-5: The gNB-CU collects input data for model training from the UE, gNB-DU and from the neighbouring NG-RAN node 2. 
Step 6: AI/ML Model training in the gNB-CU.
Steps 7-9: The gNB-CU collects input data for model inference.
Step 10: AI/ML Model inference in the gNB-CU.
Step 11: The gNB-CU sends model inference output (actual or predicted CCO issue and affected cells) to the gNB-DU.
Steps 12, 13: the gNB-DU (Actor) determines the coverage state change (action), and provides feedback to the gNB-CU.
Steps 14-16: The gNB-CU receives feedback from UEs and from the NG-RAN node 2. 
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