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1. Introduction
In the RAN3#123-bis meeting, for AI/ML-based coverage and capacity optimization (CCO), use case description and locations for AI/ML model training and AI/ML model inference were captured in TR 38.743. Also, the following FFS was captured in chair’s note:

	FFS on whether the predicted CCO issue and the future coverage status can be derived without AI/ML for both split-architecture and non-split architecture.


In this contribution, we focus on FFS for the predicted CCO issue and the future coverage status as well as an input/output of AI/ML-based CCO, and provide our view.
2. Discussion
2.1. Issues on predicted CCO issue and future coverage status

In the last RAN3 meeting, the solution for non-split architecture and the solution for split architecture were agreed:
	Solution for non-split architecture

Step 0: gNB predicts the CCO issue.

Step 1: gNB generates the future coverage status based on the predicted CCO issue and other information.

Step 2: gNB sends the future coverage status to neighbour gNBs.

Solution for split-architecture

Step 0: gNB-CU predicts the CCO issue

Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.

Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.

Step 3: gNB-DU sends the future coverage status to gNB-CU.

Step 4: gNB-CU sends the future coverage status to neighbour gNBs.


For the above solutions, the controversial issue is whether the predicted CCO issue and the future coverage status can be derived without AI/ML functionality in the gNB/gNB-CU/gNB-DU. For the predicted CCO issue, based on AI/ML functionality, the gNB/gNB-CU can predict the CCO issue that may occur in the future using the trajectory/distribution prediction of UEs within its coverage every time and its resource status prediction every time, etc. Also, the gNB/gNB-CU may use the AI/ML-based prediction information (e.g., UE trajectory/distribution prediction, resource status prediction, etc.) provided by its neighbour gNBs/gNB-CUs to predict the CCO issue. This process may predict the time when the CCO issue occurs.
Proposal 1: The predicted CCO issue can be derived with AI/ML for both split and non-split architectures.
For the future coverage status, if the gNB predicts when the CCO issue will occur, it determines a change between coverage configurations based on the predicted time when the CCO issue will happen. This operation does not need AI/ML functionality like the legacy CCO operation. Then, the gNB notifies its neighbour gNBs of the list of cells and beams with switched coverage configuration, including the information on when the future coverage status will be applied. In split architecture, the gNB-CU signals to the gNB-DU the CCO issue it predicts, including the affected cells and beams and the predicted time for the CCO issue. Based on the received ones from the gNB-CU, the gNB-DU generates the future coverage status without AI/ML functionality and informs the gNB-CU of it.
Proposal 2: The future coverage status can be derived without AI/ML for both split and non-split architectures.

2.2 Input/output of AI/ML-based CCO
To predict the CCO issue that may occur, we may consider the UE trajectory prediction (e.g., Cell-based UE trajectory prediction [1] highlighted in yellow below, defined in Rel-18 AI/ML for NG-RAN WI).

	16.20
Support of AI/ML for NG-RAN

16.20.1
General

Support of AI/ML for NG-RAN, as a RAN function, is used to facilitate Artificial Intelligence (AI) and Machine Learning (ML) techniques in NG-RAN.
The objective of AI/ML for NG-RAN is to improve network performance and user experience, through analysing the data collected and autonomously processed by the NG-RAN, which can yield further insights, e.g., for Network Energy Saving, Load Balancing, Mobility Optimization.

16.20.2
Mechanisms and Principles

Support of AI/ML for NG-RAN requires inputs from neighbour NG-RAN nodes (e.g., predicted information, feedback information, measurements) and/or UEs (e.g., measurement results).

Signalling procedures used for the exchange of information to support AI/ML for NG-RAN, are use case and data type agnostic, which means that the intended usage (e.g., input, output, feedback) of the data exchanged via these procedures  is not indicated.

AI/ML algorithms and models are out of 3GPP scope, and the details of model performance feedback are also out of 3GPP scope.
Support of AI/ML for NG-RAN does not apply to ng-eNB.

For the deployment of AI/ML for NG-RAN the following scenarios may be supported:

-
AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the NG-RAN node;

-
AI/ML Model Training and AI/ML Model Inference are both located in the NG-RAN node.

The following information can be configured to be reported by an NG-RAN node:

-
Predicted resource status information;

-
UE performance feedback;

-
Measured UE trajectory;

-
Energy Cost (EC).

The collection and reporting are configured through the Data Collection Reporting Initiation procedure, while the actual reporting is performed through the Data Collection Reporting procedure.

The collection of measured UE trajectory and UE performance feedback is triggered at successful Handover.

Cell-based UE trajectory prediction, which can be used, e.g., for the Mobility Optimization use case, is transferred to the target NG-RAN node via the Handover Preparation procedure to provide information for, e.g., subsequent mobility decisions. Cell-based UE trajectory prediction is limited to the first-hop target NG-RAN node.


Because the UE trajectory prediction may contain the list of NG-RAN cells where the UE is predicted to connect and the duration of time the UE is expected to stay in the NG-RAN cell, the gNB/gNB-CU can predict how many UEs exist in each cell that it manages at certain times in the future and the CCO issue that may occur in the future. Based on this information, the gNB/gNB-CU may determine a switch between coverage configurations according to the predicted time for the CCO issue. Then, the gNB/gNB-CU may inform its neighbour gNBs/gNB-CUs of the list of cells with changed coverage configuration and the information on the time when the gNB/gNB-CU will switch it.
Proposal 3: The UE trajectory prediction can be considered as input data for AI/ML-based CCO.
Proposal 4: The time when the future coverage status will be applied can be considered as output data for AI/ML-based CCO.
3. Conclusion
In this contribution, we focused on FFS for the predicted CCO issue and the future coverage status as well as an input/output of AI/ML-based CCO, and provided our view. The following proposals are made:

Proposal 1: The predicted CCO issue can be derived with AI/ML for both split and non-split architectures.
Proposal 2: The future coverage status can be derived without AI/ML for both split and non-split architectures.

Proposal 3: The UE trajectory prediction can be considered as input data for AI/ML-based CCO.
Proposal 4: The time when the future coverage status will be applied can be considered as output data for AI/ML-based CCO.
Proposal 5: It is proposed to agree the TP proposed in [2] for TR 38.743.
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