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5.2.1		Use case description
The following section describes the specification needed to support Release 18 use cases, such as Load balancing, Mobility optimization, and Energy savings, in a deployment with split architecture.
5.2.2		General principles 
In following are the deployment solutions in case of a gNB in split architecture:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU-CP. 
- AI/ML Model Training and Model Inference are both located in the gNB-CU-CP.

5.2.3		Standard impact
5.2.3.1		UE performance
The following are the metrics collected from the different entities in the network:
From the UE:
· UL PDCP packet delay (legacy)

From the gNB-CU-UP (reported to gNB-CU-CP over E1AP):
· UL RAN delay DU results
· DL RAN delay DU results
· Average UE throughput in DL
· Average UE throughput in UL

The following are the new procedures introduced across the different nodes in the network:
· DATA COLLECITON REPORTING procedure over E1 interface (gNB-CU-CP – gNB-CU-UP).

The affected existing procedures are:
· E1 AP Bearer Context Setup procedure

5.2.3.1.2 UE performance feedback in split architecture
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Step 1: Two neighbour gNBs that have already been configured with a XN AP: Data Collection Reporting procedure between them, which also has a corresponding configuration for the UE performance collection configuration.
Step 2: gNB-CU-CP2 and gNB CU-UP2 also have a configured E1 AP: Data Collection Reporting procedure between them with a corresponding UE performance collection configuration.
Step 3a: gNB1 determines to handover one or more UEs to gNB2. This may be based on any AI/ML algorithm connected to use cases such as mobility optimization, load balancing, or energy savings.
Step 3b: gNB handovers UEs to the neighbour node. In the handover request message, the Data Collection ID corresponding to the Data Collection Reporting procedure (Step 1) is provided to the target gNB.
Step 4a: The UE connects to gNB2. 
Step 4b: As part or continuation of the UE connecting to gNB2, DRBs are setup for the UE through the E1 AP: Bearer Context Setup Request message. This message also includes the ID of the E1 AP: Data Collection Reporting procedure over which the UE performance feedback shall be sent.
Step 5: Data delivered to the UE and legacy UP metrics (e.g. RAN level delay) are collected and reported
Step 6a: The exit criteria as specified in the UE performance collection configuration are fulfilled. This could be based on a timer, a handover, or other criteria.
Step 6b: The gNB-CU-UP reports the collected UE performance on the E1 AP: Data Collection reporting procedure.
Step 7: Upon receiving the collected UE Performance, the gNB-CU-CP2 transmits the same information to the neighbor gNB-CU-CP1.

5.2.3.2		Energy Savings
The following are the metrics collected from the different entities in the network:
From the gNB-DU:
· Energy Cost

The affected existing procedures are:
· Resource Status Reporting procedure

5.2.3.2.1		Energy Cost reporting in split architecture
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Step 1: Two neighbour gNBs have already been configured with a F1 AP: Data Collection Reporting procedure between them, which also has a corresponding configuration for the reporting of EC from gNB2 to gNB1,
Step 2: At gNB2, the gNB-CU-CP and the gNB-DU have already been configured with a F1 AP: Resource Status Reporting procedure between them, which also has a corresponding configuration for the reporting of EC from gNB-DU2 to gNB-CU-CP2.
Step 3a: The reporting periodicity of the F1 AP: Resource Status Reporting procedure expires.
Step 3b: Transmission of F1 AP: Resource Status Update including the Energy Cost at the gNB-DU is transmitted to gNB-CU-CP2.
Step 4a: The reporting periodicity of the XN AP: Data Collection Reporting procedure expires.
Step 4b: Transmission of XN AP: Data Collection Update with the measured Energy Cost of the gNB2.


------------------------------------------- End of changes -------------------------------------------
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