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Background
A “study on enhancements of AI/ML for NG-RAN” was agreed in [1]. The objectives (relevant highlighted) of the study item are the following:

	· Study two new AI/ML based use cases, i.e., Network Slicing and CCO, with existing NG-RAN interfaces and architecture (including non-split architecture and split architecture). 
· Rel-18 leftovers as candidates for normative work, based on the Rel-18 principles, as follows:
-   Mobility optimization for NR-DC
-   Split architecture support for Rel-18 use cases based on the conclusions from Rel-18 WI 
-   Energy Saving enhancements, e.g., Energy Cost Prediction
-   Continuous MDT collection targeting the same UE across RRC states
-   Multi-hop UE trajectory across gNBs
Note: RAN3 should take the Rel-18 discussions into account.



In this contribution, we discuss a potential enhancement of the Energy Cost metric, which was discussed within Rel18 and on which, despite support for different solutions types, convergence was never reached.
Discussion
During the RAN3#119bis-e meeting, the following agreement was noted in the meeting minutes:
It is agreed that the Energy Cost is a node level parameter. Further EC granularities are out of scope of Rel18.
Although many possible Network Energy Saving (NES) actions (e.g., cell deactivation, cell DTX/DRX) are cell-level actions, RAN3 agreed to only consider Energy Cost (EC) as a node-level parameter during Rel-18 as a way to move the discussion forward. The main problem with considering EC with finer granularity is that it is common that several hardware components are shared among cells in a gNB. At best, the gNB could try to heuristically split the energy consumption from shared hardware among the involved cells; however, this could lead to problems in interpretability of a per-cell EC.
Observation 1:  Shared hardware components among different cells in a gNB make it difficult to obtain a per-cell EC value since energy consumption can only be measured on physical hardware.
The exchange of Energy Cost between gNBs enables a local gNB to assess the energy impact of an action, e.g., offloading UEs and shutting off a cell, also in its neighbouring gNBs and thus for the RAN as a whole, both as an estimate before and as a measurement after taking the action. In this way, AI/ML algorithms can be trained and employed such that the overall Energy Cost (and energy consumption) of the RAN is decreased.
However, it can be difficult to assess the energy impact of an action, e.g., shutting off a cell or handing over some UEs, due to the coarse-grained nature of the node-level EC metric as specified in Rel-18. If a neighbour gNB has multiple cells, the energy impact of an individual action may be hardly visible in the reported EC.
A gNB’s energy consumption can be impacted by: fluctuations of user data traffic and load, UE mobility (actions), e.g., handover, and concurrent NW optimization actions of various forms, among others. The energy impact of an individual action may “drown” in the noise created by all such kind of energy impacting factors to all the cells of the neighbour gNB.
Observation 2:  Node-level EC might be too coarse to provide a good understanding of the energy impact of AI/ML NES actions in gNBs with multiple cells.
A finer, yet measurable, granularity for EC may thus allow AI/ML algorithms to better understand the impact of NES actions. For example, a gNB may group together cells that share hardware components and provide the EC metric at cell group level. This approach overcomes the issue of per-cell EC when shared hardware is present since the groups of cells do not share hardware among them; it is only the cells inside a group that share hardware components. At the same time, the group-level EC provides a finer granularity than node-level EC in the case that there is more than just one group in the gNB.
The mapping between the cells and groups in a gNB would depend on the specific hardware that is installed and for that it would be up to the gNB implementation to group cells in a certain way. 
Proposal 1:  RAN3 to study reporting of EC for groups of cells in a gNB.

Conclusions
In this contribution, we discussed a potential enhancement of the Energy Cost metric, namely an approach for improving the granularity of the Energy Cost metric, and made the following observations and proposals:
Observation 1:  Shared hardware components among different cells in a gNB make it difficult to obtain a per-cell EC value since energy consumption can only be measured at the physical level.
Observation 2:  Node-level EC might be too coarse to provide a good understanding of the energy impact of AI/ML NES actions in gNBs with multiple cells.
Proposal 1:  RAN3 to study reporting of EC for groups of cells in a gNB.

A TP reflecting the proposals and observations above is available in R3-243462.
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