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[bookmark: _Toc162258896]4.2	AI/ML based Coverage and Capacity Optimization
[bookmark: tsgNames][bookmark: _Toc162258897]4.2.1	Use case description
Editor Note: Capture the description of use case
[bookmark: _Toc162258898]The objective of NR Coverage and Capacity Optimization (CCO) function is to detect and resolve or mitigate CCO issues. An NG-RAN node may autonomously adjust within and switch among coverage configurations. When a change is executed, a NG-RAN node may notify its neighbour NG-RAN nodes with the list of cells and SSBs with modified coverage included.
In the legacy CCO solution, a reactive approach is used: when the gNB (gNB-CU in case of CU-DU split architecture) detects a CCO issue which negatively impacts network and UE performance after it has already occurred, the gNB (gNB-DU in case of CU-DU split architecture) attempts to resolve or mitigate it. 
With an AI/ML based CCO, a more proactive approach is used to prevent (or limiting at an early stage) the rise of a CCO issue with the consequent degradation of network (and UE) performance.

4.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
4.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based CCO:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
- AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
- AI/ML Model Training and Model Inference are both located in the gNB-CU.


------------------------------------------- Start of changes -------------------------------------------

4.2.2.2	AI/ML Model Training in OAM and AI/ML Model Inference in gNB node
[image: ]

Step 1: The gNB1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to the gNB1. 
Step 4a: The UE measurements are sent to the OAM as input data for AI/ML model training.
Step 4b-4c: The gNB1 and gNB2 provide input data for training the AI/ML model. For example, measurements collected for UEs served by the gNB1 and reporting coverage of cells served by the gNB2, and measurements collected for UEs served by the gNB2 and reporting coverage of cells served by the gNB1.
Step 5: Model Training at the OAM. 
Step 6: The OAM deploys/updates the AI/ML Model to gNB1.
Note: This step is out of RAN3 scope.
Step 7a: UE sends the UE measurement report(s) to the gNB1 as input for AI/ML model inference. 
Step 7b: The gNB2 sends to the gNB1 input data for AI/ML model inference. 
Step 8: The gNB1 predicts coverage and capacity optimization issue, the affected cells and SSB beams served by the NG-RAN node 1, and a reference prediction time for the predicted CCO issue. 
Step 9: The gNB1 generates the future coverage state(s) corresponding to the predicted CCO issue and the affected cells and SSB beams.
Step 10: The gNB1, before the reference prediction time is passed, applies the generated future coverage state(s) corresponding to the predicted CCO issue and the affected cells and SSB beams.
Step 11: The gNB1 sends to the gNB2 the new coverage state(s) applied to the cells and SSB beams of gNB1.
Note: This message may be signalled to the gNB2 before the new (future) CCO coverage state is adopted by gNB1 (i.e., after Step 8). In that case the message includes timing information stating when the future CCO coverage state will be activated in gNB1.

4.2.2.3	AI/ML Model Training and AI/ML Model Inference in the gNB-CU
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Step 1: The gNB1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: The UE sends the measurement report message(s) to the gNB1. This can be used as input data for AI/ML model training at the gNB-CU (step 4.a)
Step 4b: Within the gNB1, the gNB-DU provides input data for training the AI/ML model at gNB-CU. 
Step 4c: The gNB2 provides input data for training the AI/ML model at gNB-CU in gNB1. For example, measurements collected for UEs served by the gNB2 and reporting coverage of cells served by the gNB1.
Step 5: Model Training at the gNB1. 
Step 6a: UE sends the UE measurement report(s) to the gNB1 as input for AI/ML model inference. 
Step 6b: In the gNB1, the gNB-DU sends to gNB-CU input data for AI/ML model inference. 
Step 6c: The gNB2 sends to the gNB1 input data for AI/ML model inference. 
Step 7: In the gNB1, the gNB-CU predicts coverage and capacity optimization issue, the affected cells and SSB beams served by the NG-RAN node 1, and a reference prediction time for the predicted CCO issue. 
Step 8: In the gNB1, the gNB-CU sends to the gNB-DU the predicted CCO issue, the affected cells and SSB beams, and the reference prediction time.
Step 9: In the gNB1, the gNB-DU generates the future coverage state(s) corresponding to the predicted CCO issue and the affected cells and SSB beams.
Step 10: In the gNB1, before the reference prediction time is passed, the gNB-DU applies the generated future coverage state(s) corresponding to the predicted CCO issue and the affected cells and SSB beams.
Step 11: In the gNB1, the gNB-DU informs the gNB-CU of the new coverage state(s) applied.
Note: This message may be signalled to the gNB-CU before the new CCO coverage state is adopted by the gNB-DU (i.e., after Step 9). In that case the message includes timing information stating when the future CCO coverage state will be activated in the gNB-DU.
Step 12: The gNB1 (the gNB-CU) sends to the gNB2 the new coverage state(s) applied to the cells and SSB beams of gNB1.
Note: This message may be signalled to the gNB2 before the new (future) CCO coverage state is adopted by gNB1. (i.e., after Step 9). In that case the message includes timing information stating when the future CCO coverage state will be activated in gNB1 (gNB-DU).  


[bookmark: _Toc100154490][bookmark: _Toc97840233][bookmark: _Toc99489545][bookmark: _Toc100154281][bookmark: _Toc100154997][bookmark: _Toc100153150]4.2.2.4	Input of AI/ML-based CCO
To predict the CCO issue, the gNB1 may need following information as input data for AI/ML-based CCO:
Input for AI/ML assisted CCO:
From local node: 
-	current cell and SSB beams configuration state
-	current/predicted radio resource status
From the UE:
-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, RLF report etc), including cell level and beam level UE measurements
-    UE measurements for UEs served by the gNB1 and reporting coverage of cells served by the gNB2, and measurements collected for UEs served by the gNB2 and reporting coverage of cells served by the gNB1
From neighbouring NG-RAN nodes:
-	current/Predicted radio resource status
-    UE measurements of UEs served by the gNB2 and reporting coverage of cells served by the gNB1


[bookmark: _Toc100154282][bookmark: _Toc100154998][bookmark: _Toc99489546][bookmark: _Toc97840234][bookmark: _Toc100154491][bookmark: _Toc100153151]4.2.2.5	Output of AI/ML-based CCO
AI/ML-based coverage and capacity optimization model can generate following information as output:
-	Predicted CCO issue (including affected cells and beams)
-	Prediction time for the predicted CCO issue
[bookmark: _Toc100154492][bookmark: _Toc100153152][bookmark: _Toc100154999][bookmark: _Toc100154283][bookmark: _Toc97840235][bookmark: _Toc99489547]4.2.2.6	Feedback of AI/ML-based CCO
To optimize the performance of AI/ML-based coverage and capacity optimization model, following feedback can be considered to be collected from gNB1:
[bookmark: _Toc97840236][bookmark: _Toc100154284][bookmark: _Toc100155000][bookmark: _Toc100154493][bookmark: _Toc99489548][bookmark: _Toc100153153]-	UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, RLF report etc), including cell level and beam level UE measurements

[bookmark: _Hlk165897949]4.2.2.7	Standard Impact
Details should be discussed during the normative phase.
Potential Xn interface impact:
-	Signalling of predicted CCO issue (including affected cells and beams)
-	Signalling of prediction time for the predicted CCO issue
-	Signalling of UE measurements for UEs served by gNBs neighboring gNB1 and reporting coverage of cells served by the gNB1 (and vice versa)
-	Signalling of future CCO coverage status from gNB1 to gNB2 inclusive of timing information when this future CCO coverage status will be activated in gNB1
Potential F1 interface impact:
-	Signalling of predicted CCO issue from gNB-CU to gNB-DU (including affected cells and SSB beams)
-	Signalling of prediction time for the predicted CCO issue from gNB-CU to gNB-DU
-	Signalling of future CCO coverage status from gNB-DU to gNB-CU inclusive of timing information when this future CCO coverage status will be activated in the gNB-DU



------------------------------------------- End of changes -------------------------------------------
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