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1. Introduction
In this contribution, we continue discussing on AI/ML based CCO based on the agreements in last RAN3 meeting [1] and provide the TP to TR38.743.
2. Discussion
In last RAN3 meeting, two solution options were discussed. In order to realized CCO, to use AI/ML to prevent the rise of a CCO issue with the consequent degradation of network (and UE) performance is one option (option 1). Furthermore, to use AI/ML to directly generate predicted cell coverage configuration information and to apply the predicted cell coverage configuration information into the RF parameter adjustment is another option (option 2). 
Taking into account the agreed deployment scenarios as below, we analysed the detailed procedures for two options respectively.
For AI/ML based CCO, 
-	AI/ML Model Training may be located in the OAM and AI/ML Model Inference may be located in the NG-RAN node (gNB-CU).
-	AI/ML Model Training and AI/ML Model Inference may be both located in the NG-RAN node (gNB-CU).
Option 1: predicted CCO issue
For non-split architecture:
Step 0: gNB predicts the CCO issue.
Step 1: gNB generates the future coverage status, in legacy way, based on the predicted CCO issue and other information.
Step 2: gNB sends the future coverage status to neighbour gNBs.
For split-architecture
Step 0: gNB-CU predicts the CCO issue
Step 1: gNB-CU sends the predicted CCO issue to gNB-DU.
Step 2: gNB-DU generates the future coverage status based on the predicted CCO issue and other local information, whether only local information is used can be further discussed.
Step 3: gNB-DU sends the future coverage status to gNB-CU.
Step 4: gNB-CU sends the future coverage status to neighbour gNBs.
Option 2: predicted cell coverage configuration
For non-split architecture
Step 1: gNB predicts the cell coverage configuration based on the input information from local, UE and neighbouring nodes.
Step 2: gNB sends the predicted cell coverage configuration to neighbour gNBs.
For split-architecture
Step 1: gNB-CU predicts the cell coverage configuration based on the input information from local, UE, neighbouring nodes and gNB-DU.
Step 2: gNB-CU sends the predicted cell coverage configuration to neighbour gNBs.
Option 1 and option 2 have similar Xn impact, i.e. gNB sends the predicted/further cell coverage configuration to neighbour gNBs. The main difference between option 1 and option 2 is that whether predict CCO issue or predicts the cell coverage configuration is an output from model inference. 
[bookmark: _Hlk161928266]Nowadays CCO is a part of SON function and the legacy CCO can be realized by collecting measurements from both network nodes and UEs in a rather long period of time, detecting the problem related to coverage and capacity, and then the network can automatically adjust the coverage configuration. However, the existing mechanism uses the collected historical data to adjust the RF parameter which may not be applicable after network implementation. The pain point is how to generate a suitable cell coverage configuration to avoid further CCO issue.
Comparing to option 1, option 2 can take advantage of AI/ML tool to solve the problem completely. Therefore, we prefer to adopt option 2.
Proposal 1: gNB (gNB-CU) predicts the cell coverage configuration based on input information.
The input, output and feedback of AI/ML model shall include the following.
Input: 
· From local node: Current/predicted cell load
· [bookmark: _Hlk162285281]From the UE: UE measurement report (e.g., UE RS, RSRQ measurement, etc), RACH access information 
· [bookmark: _Hlk162285299]From neighbouring NG-RAN nodes: Current/predicted cell load, cell coverage change information
Output:
· [bookmark: _Hlk162285314]Cell coverage adjustment strategy
· Predicted cell planning for future demands
Feedback:
· UE performance affected by the network slicing action, including bitrate, packet loss, latency. 
· System KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node)
The TP to TR38.743 for AI/ML based CCO, which captures the above analysis and the signalling procedures, is in Annex.
Proposal 2: To agree the TP to TR38.743 for AI/ML based CCO in Annex.
3. Proposals
In this contribution, we provide our initial considerations on each objectives in this new SI, and the following proposals were drawn from the analysis.
Proposal 1: gNB (gNB-CU) predicts the cell coverage configuration based on input information.
Proposal 2: To agree the TP to TR38.743 for AI/ML based CCO in Annex.
4. Reference
[1] R3-242243, Skeleton for TR38.743 v0.0.0, ZTE
Annex TP to TR38.743
<Start of change>
4.2.2.2	Non-split architecture
[bookmark: _Toc97840231][bookmark: _Toc99489543][bookmark: _Toc100153148][bookmark: _Toc100154279][bookmark: _Toc100154488][bookmark: _Toc100154995]4.2.2.2.1	AI/ML Model Training at OAM and AI/ML Model Inference at NG-RAN
In this solution, NG-RAN makes CCO decisions using AI/ML model trained from OAM. 


Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with input information.
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., e.g., UE measurements related to RS, RSRQ of serving cell and neighbouring cells, RACH access information.
Step 3: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. 
Step 5: NG-RAN node 2 (assumed to have an AI/ML model optionally) also sends input data for Model Training to OAM.
Step 6: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for network CCO.
Step 7: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-17 scope.
Step 8: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML based CCO. 
Step 9: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 10: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g., CCO strategy, etc). 
Step 11: NG-RAN node 1 sends Model Performance Feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 12: NG-RAN node 1 executes CCO actions according to the model inference output.
Step 13: NG-RAN node 2 provides feedback to OAM.
Step 14: NG-RAN node 1 provides feedback to OAM.
[bookmark: _Toc97840232][bookmark: _Toc99489544][bookmark: _Toc100153149][bookmark: _Toc100154280][bookmark: _Toc100154489][bookmark: _Toc100154996]4.2.2.2.2	AI/ML Model Training and AI/ML Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and generates CCO decisions. 


Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with input information.
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.
Step 2: The UE collects the indicated measurement(s), e.g., UE measurements related to RS, RSRQ of serving cell and neighbouring cells, RACH access information.
Step 3: The UE sends the measurement report(s) to NG-RAN node 1 including the required measurement result.
Step 4: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model training of AI/ML based CCO. 
Step 5: NG-RAN node 1 trains AI/ML model for AI/ML based CCO based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML based CCO optionally, which can also generate predicted results/actions.
Step 6: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML based CCO. 
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 8: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g., CCO strategy, etc). 
Step 9: NG-RAN node 1 executes CCO Actions according to the model inference output.
Step 10: NG-RAN node 2 provides feedback to NG-RAN node 1.
[bookmark: _Toc97840233][bookmark: _Toc99489545][bookmark: _Toc100153150][bookmark: _Toc100154281][bookmark: _Toc100154490][bookmark: _Toc100154997]4.1.2.3	Split architecture
gNB-CU sends the predicted cell coverage configuration to gNB-DU. 
4.2.2.4	Input of AI/ML based CCO
To predict the optimized CCO decisions, NG-RAN may need following information as input data for AI/ML based CCO:
From local node: 
[bookmark: _Hlk87285238]-	Current/Predicted cell load
From the UE:
-	UE measurement report (e.g., UE RS, RSRQ measurement, etc), RACH access information
From neighbouring NG-RAN nodes:
-	Current/Predicted cell load, cell coverage change information
[bookmark: _Toc97840234][bookmark: _Toc99489546][bookmark: _Toc100153151][bookmark: _Toc100154282][bookmark: _Toc100154491][bookmark: _Toc100154998]4.2.2.5	Output of AI/ML based CCO
AI/ML based CCO model can generate following information as output:
-	Cell coverage adjustment strategy
-	Predicted cell planning for future demands
[bookmark: _Toc97840235][bookmark: _Toc99489547][bookmark: _Toc100153152][bookmark: _Toc100154283][bookmark: _Toc100154492][bookmark: _Toc100154999]4.2.2.6	Feedback of AI/ML based CCO
To optimize the performance of AI/ML based CCO model, following feedback can be considered to be collected from NG-RAN nodes:
-	UE performance affected by the CCO action, including bitrate, packet loss, latency. 
-	System KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node)
[bookmark: _Toc97840236][bookmark: _Toc99489548][bookmark: _Toc100153153][bookmark: _Toc100154284][bookmark: _Toc100154493][bookmark: _Toc100155000]4.2.2.7	Standard Impact
Potential Xn interface impact:
-	Enhanced existing procedure to collect the input data information 
-	CCO configuration predication between neighbouring NG-RAN nodes and source NG-RAN node
-	Enhanced existing procedure to retrieve feedback information
<End of change>
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