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1. Introduction
This paper provides a new solution for Key issue #6 to support transfer learning.
2. Reason for Change
This solution addresses Key issue #6 to support transfer learning by selecting and transferring pre-trained models.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82.


* * * First Change * * * *
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* * * 2nd Change (all texts are new) * * * *
8.x	Solution #x: Support for Transfer Learning
8.x.1	Solution description
The following clauses specify procedures, information flows and APIs for Key issue #6 to support transfer learning.


Figure 8.x.1-1: Procedure for transfer learning
1. The VAL server sends a request to AIMLE Server for selecting and providing the candidate pre-trained models for a given AI/ML service.
2. The AIMLE Server determines potential pre-trained model providers based on the service information and the information of ML Repository and other VAL server (s).
3. The AIMLE Server sends a request to these potential pre-trained model providers (e.g., ML Repository, other VAL Server (s) separately to request available pre-trained models.
4. The potential pre-trained model provider (e.g., ML Repository, other VAL Server (s) sends a response to provide the information of pre-trained models (including the corresponding model profiles).
5. The AIMLE Server selects one or more candidate pre-trained models based on the information from pre-trained model requester.
6. The AIMLE Server sends a response to provide the information of candidate pre-trained models (including the corresponding model profiles) to VAL Server.

8.x.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
8.x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
8.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.



* * * End of Changes * * * *
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