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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 



3GPP TR 28.858 “Study on Artificial Intelligence / Machine Learning (AI/ML) management Phase 2”.
[2]



3GPP TS 28.105: Artificial Intelligence / Machine Learning (AI/ML) management".
3
Rationale
This pCR is to add a second possible solution for ML model training aspects of sustainable AI/ML.
4
Detailed proposal
5
Management capabilities for AI/ML lifecycle
5.1
ML model training

5.1.8 
Sustainable AI/ML

5.1.8.1 
Description 

Sustainable AI/ML aims to reduce energy usage in the ML model training step. It is important to investigate effective methods for evaluating AI/ML energy consumption and efficiency for ML model training which will aid in decreasing energy consumption, enhancing energy efficiency, and promoting sustainable development of AI/ML in 5G systems.
5.1.8.2
Use cases

5.1.8.2.1
AI/ML energy consumption evaluation and reporting for ML model training

AI/ML energy consumption is a significant concern, especially as ML models become more complex and data-intensive. The ML model training is typically the most energy-intensive part since it involves processing large datasets and performing numerous calculations to adjust the ML model parameters. 

The MnS consumer may have concern on the energy consumption for ML model training and the MnS Producer should report the related information. MnS Consumer may ask the MnS Producer to report the energy consumption of training each ML model. To satisfy such query request from the MnS consumer, methods should be investigated to measure AIML energy consumption. Then, MnS Consumer can use the energy consumption information and compare with the network performance gain due to ML model to evaluate the total benefit of using the Ml model. Alternatively, the MnS consumer may ask the MnS Producer to report the number of floating-point operations for training each ML model.
Regarding the various AI/ML energy consumption aspects outlined in clause 4.X, ML model training may be characterized by several factors including:

- Number of cycles, a low number of cycles generally contributes to reduced energy consumption,

- Dataset size, large datasets generally contribute to  increased energy consumption due to intensive data processing,

- Number of floating-point operations, complex ML model contributes to increased energy consumption,

- Deployment on high-end hardware platform, which can either increase energy consumption due to 

their substantial power requirements, or reduce it by offering higher energy efficiency through 

optimized performance.
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5.1.8.3
Potential Requirements

REQ-AIML_TRAIN_ENERGY_MGT-01: The MLT MnS producer should have a capability to allow an authorized MnS consumer to query energy consumption or the number of floating-point operations pertaining to training each ML model.
REQ-AIML_TRAIN_ENERGY_MGT-02: The MLT MnS producer should have a capability to report the energy consumption or the number of floating-point operations pertaining to training each ML model to an authorized consumer.
5.1.8.4
Possible solutions

Solution 1: The IoC MLTrainingReport needs to be enhanced with a new attribute related to energy consumption for training each ML model, e.g., modelEnergyConsumptionTraining. This attribute is of type real and indicates the energy consumption value pertaining to the ML model training, e.g., “KWh”. 
Editor’s Note: The method to determine energy consumption for ML model training is FFS and needs to be addressed in the normative work. 

Solution 2: The IoC MLTrainingReport needs to be enhanced with a new attribute, e.g., flopsTraining, to indicate the number of floating-point operations needed to train an ML model. This attribute is of type integer. 
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