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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1]

SP-231780 " New SID: Study on AI/ML management - phase 2".
[2]

TR 38.743 Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN
[3]

TS 28.105 Artificial Intelligence / Machine Learning (AI/ML) management
3
Rationale

In TS 28.105 [3], the Managing NG-RAN AI/ML-based use case defined in clause 6.5.4.2 including Managing NG-RAN AI/ML-based distributed Network Energy Saving, Managing NG-RAN AI/ML-based distributed Mobility Optimization and Managing NG-RAN AI/ML-based distributed Load Balancing. These three use cases have independent requirements.
TR 38.743 [2] defines the new use case of AI/ML based Network Slicing in R19, and states that:

· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB 
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU
Therefore, we propose to add new use case of Managing NG-RAN AI/ML-based Network Slicing to support AI/ML based Network Slicing.
This contribution proposes to add the use case and solutions of Managing NG-RAN AI/ML-based Network Slicing. 
4
Detailed proposal

Start of First change
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 28.105: Artificial Intelligence / Machine Learning (AI/ML) management".

[3]
3GPP TS 28.104: "Management and orchestration; Management Data Analytics".

[4]
3GPP TS 28.541: " Management and orchestration; 5G Network Resource Model (NRM); Stage 2 and stage 3".
[x]
3GPP TR 38.743 Study on enhancements for Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN.
Next change
3.1
Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

ML model: a manageable representation of an ML model algorithm.

NOTE 1:
an ML model algorithm is a mathematical algorithm through which running a set of input data can generate a set of inference output.

NOTE 2:
ML model algorithm is proprietary and not in scope for standardization and therefore not treated in this specification.
NOTE 3:
ML model may include metadata. Metadata may include e.g. information related to the trained model, and applicable runtime context.

ML model training: a process performed by an ML training function to take training data, run it through an ML model algorithm, derive the associated loss and adjust the parameterization of that ML model iteratively based on the computed loss and generate the trained ML model.

ML model initial training: a process of training an initial version of an ML model.

ML model re-training: a process of training a previously trained version of an ML model and generate a new version.
NOTE 4:
a new version of a trained ML model supports the same type of inference as the previous version of the ML model, i.e., the data type of inference input and data type of inference output remain unchanged between the two versions of the ML model, but parameter values might be different for the re-trained model.

ML model joint training: a process of training a group of ML models.
ML training function: a logical function with ML model training capabilities.

ML model testing: a process of testing an ML model using testing data.

ML testing function: a logical function with ML model testing capabilities.

AI/ML inference: a process of running a set of input data through a trained ML model to produce set of output data, such as predictions.

NOTE 5:
the inference represents the process to realize the AI capabilities by utilizing a trained ML model and other AI enablers if needed, hence the AI/ML prefix is used when referring to inference as compared to training and testing.
AI/ML inference function: a logical function that employs trained ML model(s) to conduct inference.
AI/ML inference emulation: running the inference process to evaluate the performance of an ML model in an emulation environment before deploying it into the target environment.

ML model deployment: a process of making a trained ML model available for use in the target environment.
ML model deployment: a process of making a trained ML model available for use in the target environment.
AI/ML Inference Function activation: a process to enable an AI/ML inference function.
AI/ML Inference Function deactivation: a process to disable an AI/ML inference function.
Next change
5.5
AI/ML inference

5.5.x 
AI/ML inference capability configuration management 

5.5.x.1 
Description 
In TS 28.105 [2], the existing use cases (AI/ML inference capability configuration management in clause 6.5.4) are described to support managing NG-RAN AI/ML-based related use case.

TR 38.743 [x] define the use case of AI/ML based Network Slicing. The MnS producer for AI/ML inference management needs to provide a capability for configuration of the AI/ML based Network Slicing inference function.
5.5.x.2
Use cases

5.5.x.2.1
Managing NG-RAN AI/ML-based distributed Network Slicing
An NG-RAN AI/ML-based Network Slicing capability may use one or more ML models or AI/ML Inference Functions to derive slice optimization recommendations. 

The MnS consumer monitors the network performance and determines whether to, and when to activate or deactivate an AI/ML Inference Functions related to an AI/ML-based Network Slicing function. The activation and deactivation actions for AI/ML Inference Functions related to an AI/ML-based Network Slicing conducted by the MnS producer may also be triggered by some defined policies provided by the consumer.
5.5.x.3
Potential Requirements

REQ-AIML_INF-01: The MnS producer of NG-RAN AI/ML-based Network Slicing should enable an authorized MnS consumer to manage the ML model and/or AI/ML Inference Function related to Network Slicing functions.
5.5.x.2
Potential solutions
The inferenceOutputName and aIMLInferenceName has to be extended with NG-RAN AI/ML-based Network Slicing.
Introduce DNS IOC to represent the management capabilities of Distributed Network Slicing (DNS) functions. 
· The  DNS IOC include the attribute mLModelRefList and aIMLInferenceFunctionRefList. Attribute mLModelRefList indicates that AI/ML is supported for this function. Attribute aIMLInferenceFunctionRefList indicates that AI/ML Inference Function is supported for this function.
The proxyClass of AIMLSupportedFunction defined in “NRM fragment for AI/ML inference function” has to be extended with DNS IOC.
The existing AIMLInferenceFunction IOC defined in TS 28.105 [2] with activationStatus and managedActivationScope can be reused to support managing NG-RAN AI/ML-based Network Slicing function.
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