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Abstract of the contribution: This contribution discusses life-cycle management for AI/ML models, including the ongoing work in SA WGs, and raises aspects that need to be considered in scoping the potential SA-level SID.
1. Introduction
Proposals for a consistent E2E AI/ML framework including common terminologies, LCM and other related part of the framework were discussed in SP-240292, SP-240448 at SA#103. This has led to the following conclusion (captured in meeting report);
· SA identified the need to follow up the discussion on E2E AI/ML framework across 3GPP
· It is proposed to further progress a document in the style of a potential SID to be contributed to SA#104.
· Contributions are invited for the next meeting.
2. AI/ML Lifecycle Management vs. AI/ML Framework
The lifecycle management of a ML Model may include training, testing, re-training, deployment, inference, performance and update. 

Lifecycle framework (on the other hand), in addition, will include functionalities related to how the trained model is used. This may include defining ML model input data and output expectation for a particular use case e.g. coverage optimization, handover optimization, CSI prediction etc. Defining exact Input and Output should not be part of LCM. The concept of AI/ML lifecycle management is different than AI/ML framework. The framework may include more than the lifecycle management i.e. AI/ML solutions (e.g. CSI prediction, coverage/handover optimization). The lifecycle management of the ML model may be converged. However, how that model is used for various purpose (CSI prediction, coverage/handover optimization) can be defined by different WGs.
3. AI/ML related work in SA
3.1. SA2
3.1.1. Scope of work (TS 23.288, TR 23.700-84)
In previous releases, SA2 has worked on the specification of NWDAF as captured in TS 23.288, as well as support for AI/ML-based services where AI/ML lifecycle aspects were fully out of 3GPP scope. In Rel-19, the focus so far has been on supporting AI/ML-based positioning for LMF-side models and NWDAF enhancements to support Vertical Federated Learning (VFL), QoS and policy enhancements, and network abnormal behaviour prevention and mitigation. The result of the Rel-19 study is documented in TR 23.700-84. Note that, as of this stage of Rel-19, the sole output specified for NWDAF is data analytics, namely statistics and/or predictions.


Figure 1: Procedure for Training of the AI/ML positioning model
SA2 has not explicitly worked on “lifecycle management” aspects AI/ML models. However, according to lifecycle management definitions provided by SA5 and RAN WGs, SA2 has indeed covered aspects of it related to training, inference, performance monitoring, storage and model deployment.
3.1.2. Timeline
	UID
	SID/WID
	TR/TS Completion (Estimate)

	1020068
	Study on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)
	Jun 2024 (completed)

	TBD (under TSG approval)
	Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)
	Dec 2024


 
3.2. SA3
3.2.1. Scope of work (TR 33.784)
The scope of work includes studying security related enhancements to LCS to support AI/ML based Positioning. The work also includes studying security related enhancements to enable 5G system assisting in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for vertical federated learning.
3.2.2. Timeline
	UID
	SID/WID
	TR/TS Completion (Estimate)

	1030035
	Study on security aspects of core network enhanced support for Artificial Intelligence Machine Learning (AIML)
	Dec 2024

	TBC
	TBC (Normative work)
	June 2025



3.3. SA4
3.3.1. Scope of work (TR 26.927, TR 26.847)
The scope of work includes identifying the AI/ML use case for media e.g. Object recognition, Video quality enhancement in streaming, Natural Language Processing (NLP) on speech. The scope of work also includes gap analysis on existing SA4 architectures for supporting AIML model delivery, split inferencing and federated learning for media, listing existing formats for AI models, evaluations on feasibility of split inferencing and evaluations on compression of AI models and intermediate data. 
AI Model Delivery - An AI model in the repository is selected for the AI media service by the network application, and sent to the delivery function for delivery to the UE. Selection of an AI model could depend on UE and network characteristics, such as the memory and CPU capability/availability, as well as current network load and performance status. The AI model delivery function sends the AI model data to the UE via the 5GS. This delivery function may also contain functionalities related to QoS requests and monitoring, as well as those related to the optimization or compression of AI model data.
[image: Une image contenant texte, diagramme, logiciel, Police
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Figure 2: Basic architecture for AI/ML model delivery with inference in the UE
3.3.2. Timeline
	UID
	SID/WID
	TR/TS Completion (Estimate)

	950011
	Study on Artificial Intelligence (AI) and Machine Learning (ML) for Media
	Mar 2025

	TBC
	TBC (Normative Work)
	June 2025 (Stage 2)

	TBC
	TBC (Normative Work)
	Sep 2025 (Stage 3)



3.4. SA5
3.4.1. Scope of work (TR 28.105)
The scope of work includes defining the Artificial Intelligence / Machine Learning (AI/ML) management capabilities and services for 5GS. SA5 defines generic ML Model management without going into details of how these model will be used in different components of 5GS. The lifecycle management of ML model is defined as follows:


Figure 3: AI/ML operational workflow
ML model training: training, including initial training and re-training, of an ML model or a group of ML models. It also includes validation of the ML entity to evaluate the performance when the ML entity performs on the training data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable), the ML model associated with that entity needs to be re-trained. The ML model training is the initial phase of the workflow. 
ML testing: testing of the validated ML entity to evaluate the performance of the trained ML model when it performs on testing data. If the testing result meets the expectation, the ML entity may proceed to the next phase, otherwise the ML model associated with that entity may need to be re-trained.
ML emulation: running an ML entity for inference in an emulation environment. The purpose is to evaluate the inference performance of the ML entity in the emulation environment prior to applying it to the target network or system.
[bookmark: _Hlk147868552]ML entity loading: the process (a.k.a. a sequence of atomic actions) of making a trained ML entity available for use at the target AI/ML inference function.
AI/ML inference: performing inference using a trained ML entity by the AI/ML inference function.
3.4.2. Timeline
	UID
	SID/WID
	TR/TS Completion (Estimate)

	1020007
	Study on AI/ML management - phase 2
	Sep 2024

	TBC
	TBC (Normative work)
	June 2025 (Stage 2 & 3)



3.5. SA6
3.5.1. Scope of work (TR 23.700-82)
The scope of work includes studying the support of AI/ML services at the application layer. The work include AI/ML-enhanced ADAES, support of federated learning, transfer learning etc.
The model lifecycle management is defined including AIML service operation (e.g training, inference) invocation, model re-training, model performance management.


Figure 4: Support for AI/ML model lifecycle management

3.5.2. Timeline
	UID
	SID/WID
	TR/TS Completion (Estimate)

	1010005
	Study on application layer support for AI/ML services
	Sep 2024

	TBD (under TSG approval)
	Application layer support for AI/ML services
	Dec 2024



4	Discussion and Way Forward
Based on the above information it is proposed to consider the following aspects during the discussions related to the potential E2E AI/ML framework study in SA.
1. Firstly, there is a need to develop a clear understanding between AI/ML Lifecycle Management vs. AI/ML Framework, and the corresponding terminology.
2. Acknowledge the considerable amount of ongoing work done by different SA WGs in relation with AI/ML lifecycle management (see clause 3). 
3. Be sensitive to the R19 timeline (see ‘Timeline’ clauses in 3.x.2.Timeline). All SA WGs are aiming to finish their R19 studies by no later than Q3/2024-Q1/2025. The normative work will follow based on the conclusions of the studies. Hence, it will be difficult for any recommendations from SA to take any meaningful effect in the normative work of Rel-19. We therefore, strongly recommend that any work in SA does not impact or derail the progress of ongoing R19 work.
4. [bookmark: _GoBack]SA may not have technical expertise (or presence of the WG-level technical experts) to compare the work being done in different WGs, perform gap analysis and recommend solution to address the gaps. Hence, it is suggested for this work to be limited to identifying the existing AI/ML work, define/align terminologies, perform gap analysis and report to (or task) the appropriate WGs for consideration in their downstream work. 
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