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Abstract of the contribution: This contribution discusses life-cycle management for AI/ML models.
1	Introduction
Two proposals have recently been made at RAN#102 (RP-233796 [1]) and SA#103 (SP-240292 [2]) plenaries to advocate the need for a consistent end-to-end AI/ML framework as shown hereafter.
The proposal in RAN plenary [1] suggested a common E2E LCM framework for AI/ML models, describing:
-	how models are trained, validated, and tested
-	how deployment of models to inference machines (as part of logical NW nodes or functions) is handled
-	how models are updated, replaced and/or finally released
-	how model inference output is ensured not to negatively impact the NW and E2E performance
with all issues under the control of the MNO
The proposal in SA plenary [2] suggested a common E2E LCM framework at least for AI/ML models that have impact on the network and E2E performance, subject to the following requirements:
-	LCM should be supported by a full E2E AI/ML architectural framework
-	Also addressing the data layer(s) where data for online/offline training and inference functions are collected/stored
-	LCM should be consistent across the different NW domains (RAN, CN, OAM); and
cover the UE part for models with direct relation w/ NW side (e.g. 2-sided models, UE-sided training in network-side domain) with
-	Consistent terminology, processes, responsibilities, …
-	Consistent model training, validation, testing
-	Consistent handling of model deployment (as part of logical NW nodes/NF)
-	Consistent model update, replacement, release
-	Consistent verification that inference output produces no negative NW impact, e2e performance
-	AI/ML Model usage (in 5GS) and generated data (for training, for inference) should be under MNO NW control, with at least
-	Network knowledge of applied model e.g. via model ID
-	Network ability to manage models in case of negative perf impact
While no agreement was reached on the above proposals, it is expected further discussions will take place at SA#104/June 2024.
2	Background
2.1	3GPP work related to AI/ML
Work related to AI/ML has been ongoing across 3GPP since Rel-18 (Rel-17 when considering enhancements to data collection in RAN3 and management data analytics in SA5).
1)	[RAN1-led] [Radio interface] Rel-18 TR38.843 + Rel-19: AI/ML for NR air interface
-	Beam Management (DL Tx beam prediction)
-	Positioning accuracy (direct AI/ML, AI/ML-assisted)
-	CSI prediction (study continues in Rel-19 / 09’24 check)
-	CSI compression (study continues in Rel-19 / 09’24 check)
2)	[RAN2-led] [Radio interface] Rel-19 TR38.nnn: Study on AI/ML for mobility in NR
-	RRM measurement and event prediction
-	Cell-level measurement (intra and inter-freq) incl. inter-cell beam-level measurement for L3 mobility, HO failure detection, RLF detection, measurement events prediction)
3)	[RAN3-led] [NG-RAN] Rel-17 TR37.817 + Rel-18 AI/ML for NG-RAN
-	Data collection enh. and signaling support for AI/ML-based Network energy saving, Load balancing, Mobility optimization
4)	[RAN3-led] [NG-RAN] Rel-19 TR38.nnn: Study on enh. for AI/ML for NG-RAN
-	New use cases: slicing, coverage and capacity optimization
5)	[SA2-led] [AI/ML operation itself not in scope of this work] Rel-18 TR 23.700-80 + Rel-18 normative support for misc. system improvements to support AI/ML based application, namely
-	AI/ML operation splitting between AI/ML endpoints
-	AI/ML model/data distribution and sharing
-	Distributed/Federated Learning
through assisting UE selection and providing Network Data Analytics
6)	[SA2-led] Rel-19 TR 23.700-84 CN-enhanced support for AI/ML
-	Misc. improvements to the above
-	[not started] AI/ML cross-domain coordination
-	Whether & How: Data collection, Model transfer/delivery, Alignment w/RAN on model identification and management
7)	[SA3-led] Rel-18 TR33.898 Study on security and privacy of Artificial Intelligence/Machine Learning (AI/ML)-based services and applications in 5G; Rel-18 TR33.877 Study on the security aspects of Artificial Intelligence (AI)/Machine Learning (ML) for the Next Generation Radio Access Network (NG-RAN) + Rel-19 TR 33.784 Study on security aspects of core network enhanced support for Artificial Intelligence Machine Learning (AIML)
8) [SA4-led] Rel-19 26.927 Study on Artificial Intelligence and Machine learning in 5G media services + Rel-19 TR26.847 Evaluation of Artificial Intelligence and Machine learning in 5G media services 
9)	[SA5-led] [Network management] Rel-17 TS28.104/.105 Management and orchestration: Management Data Analytics/AI/ML Management; Rel-18 TR28.908 Study on AI/ML Management + Rel-19 TS28.105 AI/ML Management and orchestration
Items 1) ~ 4), item 6) AI/ML cross-domain coordination, items 7) and 9) are relevant to the discussions in [1, 2].
2.3	RAN work on AI/ML
The following tables highlight some key differences between the AI/ML models and LCM-related handling thereof applicable to the different use cases.
	
	UE-side model
	NW-side model
	[TBD] NW+UE-side model

	
	Training
[training data]
	Inference
[input data]
	Training
[training data]
	Inference
[input data]
	Training
[training data]
	Inference
[input data]

	BM: DL Tx Beam predict.
	UE-side 
[UE/gNB]
	UE 
[UE]
	NW-side
[UE/gNB]
	gNB
[UE]
	N/A
	N/A

	Positioning
Direct / Assisted
	
	
	
	
	
	

	UE-based
Direct / Assisted
	UE-side [UE/PRU/gNB/LMF]
	UE 
[UE]
	N/A
	N/A
	N/A
	N/A

	UE-assisted / LMF-based
Assisted
	
	UE 
[UE]
	
	
	
	

	UE-assisted / LMF-based
Direct
	N/A
	N/A
	NW-side [UE/PRU/gNB/LMF]
	LMF
[UE, gNB]
	
	

	NG-RAN-node-assisted
Assisted
	
	
	
	gNB
[gNB]
	
	

	NG-RAN-node-assisted
Direct
	
	
	
	LMF
[UE, gNB]
	
	

	[Study part] CSI Feedback 
	
	
	
	
	
	

	CSI prediction
	UE-side
[UE]
	UE 
[UE]
	N/A
	N/A
	N/A
	N/A

	CSI compression
	N/A
	N/A
	N/A
	N/A
	1) Joint: UE- XOR NW- sided
2) Joint: UE- AND NW- side
3) Seq: UE- THEN NW- side
[UE/gNB]
	UE-part 
[UE]
NW-part 
[UE]

	[Study] NR Mobility 
	
	
	
	
	
	

	Cell-level meas. prediction
	TBD UE-side
[UE]
	UE 
[UE]
	TBD gNB-side
[TBD]
	TBD gNB
[TBD]
	N/A
	N/A

	HOF detection
	TBD UE-side
[UE]
	UE 
[UE]
	N/A
	N/A
	
	

	RLF detection
	TBD UE-side
[UE]
	UE 
[UE]
	
	
	
	

	Meas. events prediction
	TBD UE-side
[UE]
	UE 
[UE]
	
	
	
	


Table 2.1-1: AI/ML over Uu
	
	NW-side model

	
	Training
[training data]
	Inference
[input data]

	Network energy saving
	OAM/gNB(-CU)
[NG-RAN]
	gNB(-CU)
[UE, NG-RAN]

	Load balancing
	OAM/gNB(-CU)
[NG-RAN]
	gNB(-CU) 
[UE, NG-RAN]

	Mobility optimization
	OAM/NG-RAN(CU-CP)
[NG-RAN]
	NG-RAN(CU-CP) 
[UE, NG-RAN]

	[Study] Slicing
	TBD
	TBD

	[Study] CCO
	TBD
	TBD


Table 2.1-2: AI/ML in NG-RAN
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2.4	AI/ML Model Lifecycle management
The lifecycle management of an AI/ML model is illustrated on Figure 2.4-1 below including:
1.	Training (or re-training) of the model (e.g. offline training has been the focus for AI/ML over Uu)
2.	Delivering the trained model
3.	Activating the trained model
4.	Inferring outputs of the trained model (i.e. operating the model)
5.	Monitoring the operation of the trained model
6.	Updating the trained model (and back to Step 1. as necessary)
Central to an AI/ML model’s lifecycle management is the collection of data at different stages of the lifecycle, each subject to specific requirements. A vital common denominator however is that data collected esp. from UEs/users be done in compliance with all applicable regulations (e.g. EU GDPR) – in other words, all necessary enablers must be specified that can ensure regulatory compliance.
Figure 2.4-1: AI/ML Model Life-Cycle Management
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3	Discussion and Proposals
As shown in the tables above, only looking at the radio and RAN domains, it can be observed that AI/ML models and handling thereof incl. LCM are very dependent on the applicable use case.
In view of this, and whilst conceptually LCM can of course be generalized, the definition of a single LCM framework applicable to virtually any use case does not seem appropriate or justified. For example, LCM of a UE-side model using UE data for training and UE data for inference will expectedly be different from LCM of a NW-side model using NW-data for training and UE/NW-data for inference.
Having said this, and taking into account [1][2] it is proposed
-	to consider that the introduction of AI/ML (incl. related model LCM) for any given use case should be bound to specific guidelines, design criteria, and requirements to safeguard the operation of the 3GPP System
-	specific to LCM, and because LCM varies as a function of the applicable use case
-	to consider the introduction of a common set of definitions to prevent any confusion between 3GPP WGs
-	to consider a systematic documentation for any functionality subject to AI/ML indicating how the applicable model
-	is trained, validated, and tested
-	is deployed to inference machines (e.g. in case of NW-inference, as part of logical NW nodes or functions)
-	is updated, replaced and/or finally released
-	is ensured not to negatively impact the NW and E2E performance
-	to guarantee MNO control and supervision of NW-side models LCM and [FFS] NW+UE-side models LCM
-	for UE-side models
-	to guarantee MNO control and supervision of data collection for model training in case data are collected from the network
-	to guarantee MNO supervision of model usage (e.g. via model ID)
-	for data collection using UE data, for model training or otherwise
-	to secure compliance with all applicable requirements (e.g. regulatory requirements incl. EU GDPR, user consent) pertaining to collecting and collected data (both when exchanged and when stored).
-	to ensure data collected for model training can be fully trusted in order to avoid polluting the model.
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