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Introduction
In RAN4#110bis meeting, RAN4 started the discussion on Rel-19 AI/ML for NR air interface and agreements are captured in [1]. There are still some general issues that need to be further studied and discussed. In this paper, we will present our views on those open issues: 
-	Post deployment testing feasibility
-	Testing environment/framework
-	Inference latency requirements
Discussion
Post deployment testing feasibility
In last meeting, RAN4 continued discussing the issues related to post deployment test. The summary of possible options is copied below: 
	To ensure the AI performance after device deployment, discuss the following options further
· Option 1: Conduct the conformance testing for AI model/functionality before deployment
· FFS on the feasibility
· Option 2: Design the test to verify the performance monitoring 
· Depend on the other WG progress
· Monitoring can be used for managing fallback, model update/model switching/model transfer, if applicable
· Other options are not precluded

Issue 1-1: Post deployment testing options:
· Proposals
· Option 1: Add Option 3 (R4-240495 – vivo)
Option 3: Define the test to verify the performance validation together with model transfer/update 
· validation scheme can be designed by RAN1
· Option 2: Add Option 4 (R4-2405737 – Nokia)
Option 4: RAN4 to test the procedure when updated/new model/functionality stays inactive in the device before is has passed assessment/verification and can substitute currently active model/functionality.
· Option 3: include some mandatory fallback (e.g. to a “baseline” model or older model already tested/validate) as an option
· Option 4: As a further option relating to post deployment testing, consider the possibility of capturing model input during testing for later testing of new models: Capture model input during conformance testing for later testing of new models. (FFS the captured data needs to be held completely by the UE vendor) (Ericsson – R4-2405610)
· Option 5: others

Issue 1-2: Post deployment testing feasibility
· Proposals
· Option 1: Do not pursue Option 1 further, focus on Option 3
· Option 2: Adopt the following framework (R4-2404931, Intel)
	Adopt the following framework for post-deployment model (feature/functionality) verification at least for the case when model updates or changes are non-transparent to the network:
· At least some default AI/ML model (feature or functionality) needs to pass conformance testing and be present in the device. 
· Any changes or updates to the ML-enabled functionality or feature, which come from UE-side OTT server, shall be tested by the device vendor against RAN4 requirements before the deployment to the UE is performed. Other model updates may be tested by the device vendor against RAN4 requirements.
· The information on whether AI/ML model update has passed conformance test (and potentially associated data) shall be conveyed to the network, and based on this, the network may adjust the model monitoring framework accordingly.
· Option 3: Others
· Option 4: No need for post-deployment testing, hence, no need to further discuss this issue


RAN4 have spent a lot of time on this issue and many proposals are provided, but it seems difficult to have solutions converged. Currently, there is no clear description on the mechanism of the post deployment test and the changes which companies want to verify before changes are implemented to the AI/ML models/functionalities that have passed the RAN4 conformance tests. For example, if a deployed AI/ML model is fine-tuned, then shall this AI/ML model be tested by the post deployment test? Therefore, in our understanding, companies need to clarify the scope of changes that need to be verified by post deployment tests. 
Proposal 1: Companies clarify the scope of changes/scenarios that need to be verified by post deployment tests. 
Actually, the framework in option 2 is quite detailed and constructive. We would like to continue the discussions based on this framework. First, we agree that some default AI/ML models need to pass conformance tests and device vendors can test the changes to UE before deployment against RAN4 requirements. However, whether device vendors have performed such tests and/or whether the self-test results conveyed to network are reliable cannot be verified. In the end, it still depends on device vendors. 
Observation 1: Regarding the framework in option 2, the following two aspects are difficult to be verified: 
-	Whether device vendors have performed tests on changes to UE devices and/or,
-	Whether self-test results conveyed to network by device vendors are reliable. 
[bookmark: _GoBack]Besides, in the third sub-bullet, the information conveyed to network will be used for model monitoring. Therefore it is better leave the verifications on changes to performance monitoring. 
Proposal 2: The performance of AI/ML models after changes are implemented is ensured by device vendors and the performance monitoring procedure. 
Testing environment/framework
Regarding the test environment/framework, the agreement is copied below: 
	Issue 1-3: Testing environment/framework
Agreement:
· Both static and non-static scenarios/configurations could be needed for AI testing
· RAN4 will further discuss how to use them case by case
· FFS whether to use static scenarios/configurations as baseline.
· Refine the definitions of static and non-static scenarios/configurations based on two bullets below
· Static: channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic
· Non-static: Non-static scenarios/configuration can be further considered in application to use cases. The details of models are FFS and may include non-stationary SNR and other conditions.


For this issue, we think it is straightforward to use static scenarios/configurations as baseline for tests. Regarding the definitions of static and non-static scenarios/configurations, they can be further refined during the design of test cases. 
Proposal 3: Use static scenarios/configurations as baseline for tests. 
Proposal 4: Refine the definitions of static and non-static scenarios/configurations during the design of test cases. 
Inference latency requirements
	Issue 1-6: Inference latency requirements
· Proposals
· Option 1: RAN4 to focus on the (inference) latency core requirements (i.e., in between the measurements/signalling and reporting) instead of ‘data collection for inference’ and continue the related discussions for each use case separately.
· Option 2: No need to discuss inference latency, it will be automatically included in the functionality scheme(e.g. reporting latency/accuracy, performance requirement such as throughput, etc)
· Option 3: Postpone this discussion until more details for the procedures defined by RAN1/2 become clear
· Option 4: other proposals


In regard to the latency requirement for inference, it is necessary to define requirements to ensure the UE performance, but more details of measurement, inference and reporting schemes are required. Therefore we prefer to postpone this discussion until more details for the procedures defined by RAN1/2 become clear. 
Proposal 5: Postpone the discussion on inference latency requirements until more details are defined by RAN1/2.
Conclusions
This paper discussed the general issues related to AI/ML for NR air interface, and following proposals are provided:
Proposal 1: Companies clarify the scope of changes/scenarios that need to be verified by post deployment tests. 
Observation 1: Regarding the framework in option 2, the following two aspects are difficult to be verified: 
-	Whether device vendors have performed tests on changes to UE devices and/or,
-	Whether self-test results conveyed to network by device vendors are reliable. 
Proposal 2: The performance of AI/ML models after changes are implemented is ensured by device vendors and the performance monitoring procedure. 
Proposal 3: Use static scenarios/configurations as baseline for tests. 
Proposal 4: Refine the definitions of static and non-static scenarios/configurations during the design of test cases. 
Proposal 5: Postpone the discussion on inference latency requirements until more details are defined by RAN1/2.
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