[bookmark: _Hlk115189178]3GPP TSG-RAN WG4 Meeting #111                                                             R4-2407168
Fukuoka, Japan, May 20 – May 24, 2024
Source:	Korea Testing Laboratory
Title:	Testability and interoperability issues for beam management of AI/ML
Agenda item:			10.11.2
Document for:	Discussion
1. Introduction
The issue 1-3 of “WF on AI/ML” are captured from the previous RAN4 #110-bis meeting when a variety of viewpoints were expressed regarding conformance testing environments for AI/ML use cases. One commonly used approach is to adopt the RAN1 evaluation assumptions and parameters which is generally a comfortable way to proceed. Even if discussing such procedures will take some time, the most efficient way to guarantee the performance for the "AI/ML use cases" is to look at the important performance characteristics without using all of the RAN1's parameters. In this document, we propose an effective testing environment and highlight the test configuration points related to expected complexity difficulties in AI/ML beam management.
Table 1. WF captured [1]
	Issue 1-3: Testing environment/framework
Agreement:
· Both static and non-static scenarios/configurations could be needed for AI testing
· RAN4 will further discuss how to use them case by case
· FFS whether to use static scenarios/configurations as baseline.
· Refine the definitions of static and non-static scenarios/configurations based on two bullets below
· Static: channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic
· Non-static: Non-static scenarios/configuration can be further considered in application to use cases. The details of models are FFS and may include non-stationary SNR and other conditions.



2. Discussion 
2.1 Configuration for Set A and Set B 
[bookmark: _GoBack]In actual deployment situations, Set A and Set B combinations can be changed in accordance with the gNB beamforming scheme. A fixed Set B or a variable Set B with pre-configured patterns was taken into consideration throughout the evaluation stage [2]. For example, the network provides and has the ability to modify the association between Set A and Set B. For the purpose of conformance testing, it is more practical to limit the combinations to just one because it is difficult to take into account every potential combination between Set A and Set B. Additionally, if we need to verify the performance with the variable Set B, we can check the performance by changing the association information with virtual relation information between them.


Table 2. Configuring Set B [2]
	The following options are studied on the selection of Set B of beams (pairs): 
-	Option 1: Set B is fixed across training and inference
-	Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference) 
-	Opt 2A: Set B is changed following a set of pre-configured patterns 
-	Opt 2B: Set B is randomly changed among pre-configured patterns 
-	Opt 2C: Set B is randomly changed among Set A beams (pairs) 
-	Opt 2D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
-	The number of beams(pairs) in Set B can be fixed or variable
-	Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)
-	Note: BM-Case1 and BM-Case2 may be considered for different option. 
-	Note: This does not preclude the alternative that Set B is different from Set A.
For the evaluation of Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), study the following options as AI/ML model inputs:


Observation 1: It costs a lot to consider all possible combinations between Set A and Set B for the conformance testing. 
Proposal 1:  For the conformance testing, study and specify the reduced or a single combination(s) or between Set A and Set B.
2.2 BM-Case1
In the evaluation phase [1], for the BM-Case 1, the four different performances were studied in the following table. For BM-Case 1, it is essential to utilize the relationship, the spatial domain correlation, and the gNB antenna gain between Set B and Set A, which is the performance gain and the reduction of measurement overhead, employing AI/ML. In that framework, as seen in Table 4, the number of measured Set B beams is less than that of Set A. If there are no issues with validating the spatial domain properties using fewer downlink beams, RAN4 can reduce the required number of beams for the test environment for BM-Case1. For example, under the validated spatial correlation test setup, AI/ML capable UE can be tested on fewer BS beams, such as by 4 or 8. Indeed, the generalization aspect shall be validated as noticed. In other words, RAN4 may find a solution that meets both the reasonable test setup environment and the generalization. As everyone knows, the fewer beams needed for the test setup, the more practical and cost-effective. 
The spatial domain beam prediction of BM-Case1 was evaluated with the assumptions in Table 4, Table 5, and Table 6. The UE speed is 3km/h and has no trajectory model. Therefore, it fits well with the Static scenarios/configurations.
[bookmark: _Ref161758271]Table 4. Performance evaluation for BM-Case 1[2]
	Beam management [3]
	The number of Set B and UE rotation

	6.3.2.1.1 Performance when Set B is a subset of Set A for DL Tx beam prediction
	1/4, 1/6, 1/8 of Set A of beams
No UE rotation

	6.3.2.1.2 Performance when Set B is different than Set A for DL Tx beam prediction
	Set B of Wide beams 1/4, 1/6, 1/8 of Set A of beams
No UE rotation

	6.3.2.1.3 Performance when Set B is a subset of Set A for DL Tx-Rx beam pair prediction
	1/4 Set A of beams
No UE rotation

	6.3.2.1.4 Performance when Set B is different to Set A for DL Tx-Rx beam pair prediction
	Set B of Wide beams 1/4, 1/8 of Set A of beams
No UE rotation



[bookmark: _Ref166076489]Table 5. BS Antenna Configuration and UE antenna Configuration from Table 6.3.1-1[2]
	 Table 6.3.1-1: Baseline System Level Simulation assumptions for AI/ML in beam management evaluations 
	Parameter
	Value

	BS Antenna Configuration
	Antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ
Other assumptions are not precluded. Companies to explain TXRU weights mapping. Companies to explain beam selection. Number of BS beams: 32 or 64 downlink Tx beams (max number of available beams) at NW side. Other values, e.g., 256 not precluded.

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	Antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right)
Other assumptions are not precluded
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Number of UE beams: 4 or 8 downlink Rx beams (max number of available beams) per UE panel at UE side. Other values, e.g., 16 not precluded.

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10


2


[bookmark: _Ref166076492]Table 6. Captured from [2]
	[bookmark: _Toc149657162]6.3.2.1	Basic performance for BM-Case1
BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
Note that in the following evaluations, ideal measurements are assumed
-	Beams could be measured regardless of their SNR.
-	No measurement error.
[bookmark: _Hlk146627326]-	Measured in a single-time instance (within a channel-coherence time interval).
-	No quantization for the L1-RSRP measurements.
-	No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed.
~ sentences skipped ~

Table 6.3.1-1: Baseline System Level Simulation assumptions for AI/ML in beam management evaluations
[image: ]



Observation 2: Upon the deployment circumstances, the number of TX beams can vary such as 8 to 64 downlink Tx beams (max number of available beams) at NW side. Other values, e.g., 256 not precluded.
Observation 3: The number of UE beams can vary by 4 or 8 downlink Rx beams (max number of available beams) per UE panel at UE side. Other values, e.g., 16 not precluded. 
Observation 4: It is essential to provide the spatial correlation for the test setup environment for BM-Case1. 
Observation 5: BM-case1 was evaluated under 3 km/h, with no UE rotation and without a trajectory model. It fits well with the static environments/configurations
Proposal 2:  For BM-case1, deploy the static test environment. (channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic)
2.3 BM-Case2
2.3.1 The number of Tx beams
In the evaluation phase [2], for the BM-Case 2, the two different performances were studied in the following Table 7. As explained in section 2.2.1, RAN4 can reduce the required number of beams for the test environment for BM-Case2. The 6.3.2.2.1 uses the same number of beams for Set A and Set B. It could be an appropriate test environment to do the conformance test having the reduced number of beams for Set A and Set B. For example, 4x4 or 2X3. The 6.3.2.2.2 The 6.3.2.2.2 also has a smaller number of measured Set B beams than that of Set A. As explained above, if there are no issues with validating the temporal domain properties and as well the generalization aspect using fewer downlink beams, RAN4 can reduce the required number of beams for the test environment for BM-Case2 as well.
[bookmark: _Ref165994973]Table 7 Performance evaluation for BM-Case 2[2]
	Beam management [3]
	The number of Set B

	6.3.2.2.1 Performance when Set A = Set B
	Set A is Set B
With UE rotation and without UE rotation

	6.3.2.2.2 Performance when Set B is a subset of Set A
	Set B of Wide beams 1/2, 1/4, 1/3, 1/8, 1/16 of Set A of beams
With UE rotation and without UE rotation



2.3.2 UE trajectory model 
To predict the quality of a beam over time, BM-Case2 was evaluated using UE moving trajectory models. AI/ML algorithms were used to predict beam qualities based on past beam measurements (historical data). A test environment can be set up with a small number of measured Set B, which allows for generating historical beam variation and handling beam quality changes over a specified time period ( a measurement time interval).
Observation 6: Since Set A = Set B, the reduced number of beams for Set A and Set B can be an appropriate test environment. 
Observation 7: In the case of Performance when Set A is a subset of Set B, the reduced number of beams for Set B can be adopted as the generalization characteristics of AI/ML.
Proposal 3:  For BM-case2, deploy the static test environment. (channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic)



Table 8 Captured from [2] 
	[bookmark: _Toc149657167]6.3.2.2	Basic performance for BM-Case2
BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
[bookmark: _Toc149657168]6.3.2.2.1	Performance when Set A = Set B
For BM-Case2, when Set B = Set A, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
-	UE speed: 30km/h (unless otherwise stated)
-	Prediction time: 80ms/160ms/320ms/640ms/800ms/others
-	With UE rotation and without UE rotation
-	Set B is the same as Set A in each time instance for measurement
Note that ideal measurements are assumed.
-	Beams could be measured regardless of their SNR.
-	No measurement error.
-	No quantization for the L1-RSRP measurements.
-	No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 
~ sentences skipped ~
6.3.2.2.2	Performance when Set B is a subset of Set A
For BM-Case2, when Set B patten is a subset of Set A in each time instance, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
-	UE speed: 30km/h (unless otherwise stated)
-	Prediction time: 40ms/80ms/160ms/320ms/640ms/others
-	With and without UE rotation
-	Fixed Set B patterns or preconfigured Set B pattens in each measurement instances (unless otherwise stated)
Note that ideal measurements are assumed:
-	Beams could be measured regardless of their SNR.
-	No measurement error.
-	No quantization for the L1-RSRP measurements.
-	No constraint on UCI payload overhead for full report of the L1-RSRP measurements of Set B for NW-side models are assumed. 

Table 6.3.1-1: Baseline System Level Simulation assumptions for AI/ML in beam management evaluations
[image: ]
~ sentences skipped ~
Option 1: Linear trajectory model with random direction change.
Option 2: Linear trajectory model with random and smooth direction change.
Option 3: Random direction straight-line trajectories.


2.3.3 The rotation of UE
For BM-Case2, AI/ML shows the performance gain without and with UE rotation compared to the non-AI baseline, according to [1]. When considering UE rotation, it evaluated the speed of UE rotation and all three rotational axes under this modelling, with the rotational direction chosen uniformly at random among the three axes.
It could be practical and feasible to accept the existing FR2 OTA chamber for BM-Case2 of the AI-BM test if there is no effect on the inference running for the rotational direction. In the other case, we need to study whether or not the inference algorithm can be affected by the rotational direction of UE. So far, the baseline measurement setup of RRM characteristics does not support the rotation direction on uniform distribution movement among the three axes. Technically, the rotation direction is processed as the preconfigured sequential direction, as captured in Figure 2[3].
[image: ]
	6.3.2.2.1	Performance when Set A = Set B
For BM-Case2, when Set B = Set A, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
-	UE speed: 30km/h (unless otherwise stated)
-	Prediction time: 80ms/160ms/320ms/640ms/800ms/others
-	With UE rotation and without UE rotation
-	Set B is the same as Set A in each time instance for measurement
~ sentences skipped ~
6.3.2.2.2	Performance when Set B is a subset of Set A
For BM-Case2, when Set B patten is a subset of Set A in each time instance, for DL Tx beam prediction with the measurements from the best Rx beam or Tx-Rx beam pair prediction, without considering generalization aspects, with the following assumptions: 
-	UE speed: 30km/h (unless otherwise stated)
-	Prediction time: 40ms/80ms/160ms/320ms/640ms/others
-	With and without UE rotation
-	Fixed Set B patterns or preconfigured Set B pattens in each measurement instances (unless otherwise stated)
~ sentences skipped ~
6.3.2.3	Performance under different assumptions/scenarios for BM-Case1 and/or BM-Case2
 (B) For Tx DL beam prediction with UE rotation, 
~ sentences skipped ~
-	Wherein, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes.
~ sentences skipped  [109 page] ~
(B) For Tx DL beam prediction, based on the evaluation from 2 sources, AI/ML can provide some beam prediction accuracy gain comparing with non-AI baseline (Option 2, sample-and-hold) with UE rotation and the performance of AI/ML compared to baseline (Option 2, sample-and-hold) improves with the increase of measurement periodicity:
~ sentences skipped ~
-	In the evaluation, UE rotation is modelled every 40ms with constant 10 RPM rotation speed in all three rotational axes, with rotational direction chosen uniformly at random among the three axes. 


Figure 1 : Baseline measurement setup of RRM characteristics (from Fig. 6.2.1.1-1 [3])

In the evaluation [2], the UE direction is captured for BM-Case2 where both scenarios of Set A= Set B and Set B is a subset of Set A are evaluated under with UE rotation and without UE rotation.
[bookmark: _Hlk166076752]Observation 8: In the evaluation, UE rotation is modelled for BM-Case2 with a rotation speed in all three rotational axes, with the rotational direction chosen uniformly at random among the three axes.
Proposal 4:  The following issues should be considered
· Study on the testing BM-Case2 whether or not the inference algorithm is independent of the rotational direction of UE. 
· Study the test setup on the existing FR2 OTA setup as baseline.
· Otherwise, study a test environment considering the rotational direction of UE 

Observation 9: The testability and interoperability for BM-Case1 and 2 shall have sustainability for the various deployment circumstances of the gNB antenna configuration.
Proposal 5:  The following options should be considered
· Option 1: Study whether or not the existing FR2 OTA chamber has a sustainable testing environment providing the spatial property for BM-Case1 and the temporal property for BM-Case2. 
· Option 2:  Study and specify the minimum required number of TX beams and the test setup environment to evaluate the inference algorithm such as 4x4 or, 2X4, or 1X8 TX Beams where other configuration is not precluded for the test setup that shall have single and independent evaluation environment.

3. Conclusion
In this contribution, we provided our viewpoints on the testability and interoperability of beam management.
Observation 1: It costs a lot to consider all possible combinations between Set A and Set B for the conformance testing. 
Proposal 1:  For the conformance testing, study and specify the reduced or a single combination(s) or between Set A and Set B.
Observation 2: Upon the deployment circumstances, the number of TX beams can vary such as 8 to 64 downlink Tx beams (max number of available beams) at NW side. Other values, e.g., 256 not precluded.
Observation 3: The number of UE beams can vary by 4 or 8 downlink Rx beams (max number of available beams) per UE panel at UE side. Other values, e.g., 16 not precluded. 
Observation 4: It is essential to provide the spatial correlation for the test setup environment for BM-Case1. 
Observation 5: BM-case1 was evaluated under 3 km/h, with no UE rotation and without a trajectory model. It fits well with the static environments/configurations
Proposal 2:  For BM-case1, deploy the static test environment. (channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic)
Observation 6: Since Set A = Set B, the reduced number of beams for Set A and Set B can be an appropriate test environment. 
Observation 7: In the case of Performance when Set A is a subset of Set B, the reduced number of beams for Set B can be adopted as the generalization characteristics of AI/ML.
Proposal 3:  For BM-case2, deploy the static test environment. (channel model and SNR settings are fixed and do not change over the test, specific channel realizations may be dynamic)
Observation 8: In the evaluation, UE rotation is modelled for BM-Case2 with a rotation speed in all three rotational axes, with the rotational direction chosen uniformly at random among the three axes.
Proposal 4:  The following issues should be considered
· Study on the testing BM-Case2 whether or not the inference algorithm is independent of the rotational direction of UE. 
· Study the test setup on the existing FR2 OTA setup as baseline.
· Otherwise, study a test environment considering the rotational direction of UE 

Observation 9: The testability and interoperability for BM-Case1 and 2 shall have sustainability for the various deployment circumstances of the gNB antenna configuration.
Proposal 5:  The following options should be considered
· Option 1: Study whether or not the existing FR2 OTA chamber has a sustainable testing environment providing the spatial property for BM-Case1 and the temporal property for BM-Case2. 
· Option 2:  Study and specify the minimum required number of TX beams and the test setup environment to evaluate the inference algorithm such as 4x4 or, 2X4, or 1X8 TX Beams where other configuration is not precluded for the test setup that shall have single and independent evaluation environment.
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Parameter  Value  

UE Speed  For spatial domain beam prediction: 3km/h   For time domain beam prediction: 30km/h (baseline), 60km/h (optional)  90km/h (optional), 120km/h (optional)   Other values are n ot precluded  

UE trajectory model  UE trajectory model is defined at least for  temporal beam prediction   in  initial phase of the evaluation. Further details below.      UE trajectory model is not necessarily to be defined at least for  spatial - domain beam prediction   in initial phase of the evaluation.  

UE rotation  UE speed to be reported. Note: UE rotation speed = 0, i.e., no UE  rotation, is not precluded  


