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[bookmark: _Ref129681832]At RAN2#125bis meeting, we have the following agreement for the functionality based LCM for NW-sided model.
	Agreements
1	RAN2 confirms that UE will not be informed about any gNB/LMF-sided model/functionality management decision (e.g., selection, (de)activation, switching, fallback, etc.)
2	RAN2 confirms that UE will not be involved in any gNB/LMF-sided model/functionality management decision making (e.g., selection, (de)activation, switching, fallback, etc.), except being configured to provide the required measurement/data. 
3	RAN2 focuses on the data collection procedure from UE to NW (e.g., gNB, LMF, or OAM) for the sake of NW-sided model LCM (including training, inference, management).
Agreements:
1	RAN2 to consider an RRC configuration to configure radio measurements and the related reporting to enable data collection for NW-side training
2	For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3	There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    
4	FFS whether there is specification impact associated to gNB-side model monitoring.
5	For POS, RAN2 assumes gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b and wait for any further inputs from other WGs
6	For POS, RAN2 assumes that NRPPa is used for the signalling between gNB and LMF for case 3a and 3b and the detailed signalling design is up to RAN3.



This paper is to discuss the following LCM components:
- RAN2 impacts due to inference and monitoring
- model training/update/delivery

Discussion
RAN2 impacts due to inference
RAN1#116bis [1] has made the following agreements for beam management use case:
	Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications



RAN2#125bis agreements are listed as below:
	2	For AI/ML based beam management, RAN2 assumes the L1 measurement framework shall be used for configuring the input data of the NW side AI/ML model inference.  FFS if further enhancements are needed
3	There is no specification impact associated to gNB-side model inference, depending on further RAN1 input.    



For "FFS if further enhancements are needed", we think this FFS is actually not for RAN2 to decide. For now, RAN1 has agreed to use existing CSI framework for configurations (i.e. L1 signalizing), if some enhancements are needed for CSI framework, they should be decided by RAN1 and then RAN2 can implement the necessary changes. In general, we do not think any enhancements are needed for inference procedure from RAN2.
Observation 1: For NW side model inference, no enhancements are needed from RAN2.

RAN2 impacts due to monitoring
The following agreements form RAN1#116bis [2] also applicable to the monitoring of beam management use case, i.e., existing CSI framework can be used for configuring UE to do the measurements for monitoring.
	Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 
· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications


In TR 38.843, it mentions:
	For BM-Case1 and BM-Case2 with a NW-side AI/ML model
-	Beam measurement and report for model monitoring 
-	UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
-	Signalling, e.g., RRC-based, L1-based.
-	Note: This may or may not have specification impact.
-	NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
-	Note: Performance and UE complexity, power consumption should be considered.
Table 7.2.3-1 summarizes applicability of various alternatives for performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2.



From RAN1 perspective, whether to use L1 signalling to collect monitoring data is still under discussions.  In the previous RAN1 LS [3], the latency requirement for monitoring is near real-time, which can be several tens of milliseconds to a few seconds. L1 signaling reporting should be more suitable than RRC signaling reporting, to guarantee the near real-time requirement.
Observation 2: RAN1 will continue discussing L1 signalling reporting for monitoring data.

The RRC-based approach for the data collection for monitoring is not excluded in current RAN1 and RAN2 discussion. On one hand, this approach may be similar to data collection for training purpose. On the other hand, RAN2 may need to discuss the necessity of using RRC-based approach for monitoring data collection, e.g. by considering the latency requirement and UE complexity. Latency requirement of monitoring can vary from several tens of milliseconds to a few seconds, and RRC-based approach may not meet the requirement.
Proposal 1: It is proposed RAN2 to discuss the necessity of using RRC-based approach for monitoring data collection.
Proposal 2: It is proposed RAN2 to discuss whether to use a common solution for both training and monitoring data collection.

Discussion on model training/update/delivery
Model training/update:
For NW-sided model training and update, as mentioned in TR 37.817 [4], the training and update process can be executed in either OAM or gNB. The details depend on calculation capability and vendor specific demands.
Observation 3: For NW-sided model of BM case, the detailed process of model training and update are implementation related.

Model delivery:
After the model training or update is finished, the model should be deployed in the node to perform model inference. In the BM case, the NW-side model inference is executed in gNB, while the model training can be either in the gNB or other NW nodes. There is relevant discussion in NG-RAN AI work on this since Rel-17.
As in section 4.2 from [4], the model deployment/update message is sent from model training function to the model inference function, and it is defined as the following. 
	Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 



The model training function and model inference function can be both located inside the gNB, or the training function can be in the OAM while inference function in the gNB. For the NW-sided model of BM case, if the model is locally trained or updated in the gNB, there is no demand for inter-node model delivery in the standard. While if it resides in OAM, there were some discussions in RAN3 led R17 AI for NG-RAN, and then SA5 discussed it in R18. As shown below, for inter-node model (i.e. between gNB and OAM) model delivery, SA5 has the following description in [5], and it is left to NW implementation.
	6.4.1	ML entity loading
6.4.1.1	Description
ML entity loading refers to the process of making an ML entity available for use in the inference function . After a trained ML entity meets the performance criteria per the ML entity testing and optionally ML emulation, the ML entity could be loaded into the target inference function(s) in the system. The way for loading the ML entity is not in scope of the present document.



Observation 4: For NW-sided model of BM case, if model is trained/updated in gNB, there is no requirement on inter-node model delivery, and if model is trained/updated in OAM, inter-node model delivery can be left to NW implementation.

[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusions
In this contribution, we share our views on functionality based LCM for NW-sided model for BM. Our observations and proposals are summarized as follows:
Observation 1: For NW side model inference, no enhancements are needed from RAN2.
Observation 2: RAN1 will continue discussing L1 signalling reporting for monitoring data.
Observation 3: For NW-sided model of BM case, the detailed process of model training and update are implementation related.
Observation 4: For NW-sided model of BM case, if model is trained/updated in gNB, there is no requirement on inter-node model delivery, and if model is trained/updated in OAM, inter-node model delivery can be left to NW implementation.

[bookmark: _GoBack]Proposal 1: It is proposed RAN2 to discuss the necessity of using RRC-based approach for monitoring data collection.
Proposal 2: It is proposed RAN2 to discuss whether to use a common solution for both training and monitoring data collection.
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