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In RAN#102 meeting, the New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1] was approved, including the following objectives of enhancements for positioning accuracy: 
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In this contribution, potential spec impact for AI/ML positioning enhancement will be discussed.
Methodology for sub use cases
In Rel-18 SI, AI/ML positioning was discussed, and the following sub use cases were identified.
	· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
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Fig. 1 Different use cases of AI/ML based positioning
Different use cases have different workload for the specification. For example, no essential specification impact is observed for the model inference for Case 1. But for Case 3a, besides the current positioning specification, an implicit or explicit indication to differentiate AI-based or legacy non-AI based measurement may be necessary for LMF to have a better understanding of what kinds of mechanism is used.
Different use cases may also have similar or same enhancements. For case 2a and 3a, similar reporting mechanisms can be used. And for case 2b and 3b, RAN1 has agreed to use the same type of measurement for model input. There is no need to carry out duplicated discussions for the cases which may share the same or similar enhancements. 
Observation 1: There is no need to carry out duplicated discussions for the cases which may share the same or similar enhancements. 
Considerations on potential specification impact
In the RAN1#116 meeting, sample-based and path-based measurements for model input was discussed, and the following agreement was made.
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


During the SI, most companies had evaluated the AI based positioning based on sample-based model input. And significant improvements compared to legacy positioning schemes have been observed. However, legacy positioning only supports path-based measurement and reporting, such as RSTD for timing information and RSRPP for timing and power information. Whether to specify the sample-based measurement reporting depending on the trade-off of positioning accuracy and signalling overhead.
From our understanding, the sample-based channel measurements are more close to the current implementation of UE. The measurements at the UE side are sampling in time domain and the granularity is at FFT point level. The path-based measurements or the reporting is based on the legacy measurements and with additional estimations or processing, such as interpolations for the time information of the LOS path. If anyway the AI entity will estimate the timing information of the channel measurements, there is no need to feed the AI model with a processed data which may introduce potential errors. Unless additional useful information can be provided from UE side with the processing of the sample based measurement data, there is no need to introduce a intermedia processing before feeding the measurement data to the AI model. The path-based measurements which introduce additional estimation and processing at the UE side, needs more justification as the model inputs. If anyway the AI model will do the timing estimation by itself, there is no need to report the measurement data in a path-based format. 
Proposal 1: Sample-based measurements for AI/ML positioning is slightly preferred.
In the last meeting [2], timing measurement for model input was discussed, and the following agreement was made.
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 


To report a timing information, the reference time is already supported in current specification. The intention of the discussion is to align the timing of training data and the measurements for inference. This alignment is helpful to improve the performance of AI model. But how to reach the alignment between training and the measurements for inference needs more discussions.
In Rel-19, we focus on the offline-trained AI model, so the time interval may be quite long between training dataset collection and model inference. For this reason, the RS configuration may already change. If LMF have information about the reference time used for training data and the measurement for inference, it can do some preprocessing for the measurement, e.g. a timing offset, to make the reference time aligned.
Observation 2: For AI/ML positioning, If LMF have information about the reference time used for training data and the measurement for inference, it can do some preprocessing based on the implementation to make the reference time aligned.

The power measurement for model input should also be discussed. As a starting point, the current measurement based on the DL PRS-RSRPP and UL-SRS-RSRPP should be fine. If the sample-based measurement is agreed, the definition of reporting for such kind of measurements should be further discussed.
Proposal 2: For path-based measurement reporting, current DL PRS-RSRPP and UL-SRS-RSRPP can be used as a starting point.
Data collection will be used for AI/ML training, inference and model monitoring. Different procedure or operation of AI may have different requirements, such as data size, latency and others. The training of the AI model would require a large amount data, such as hundreds of thousands of data samples. But considering the training would be carried out at offline, then the requirement of the latency is not stringent. And the data collection also can be performed offline and with marginal specification impacts.
Observation 3: For AI/ML model training, data collection can be performed offline with marginal specification impact.
To generate the training dataset, there are two options for obtaining the CIR. One option is that the LMF obtains CIR information via SRS. The other option is that LMF configures DL-PRS for UE, UE could perform channel estimation via DL-PRS and then UE reports the CIR information to LMF. One critical issue of AI/ML based positioning is how to obtain the ground-truth labels. For direct AI/ML positioning, the ground-truth labels are UE locations. One potential way is to use positioning reference units (PRUs), but if the size of training dataset is large, the overhead for data collection may be undesirable. The relation between the training dataset size and the positioning accuracy will be discussed in AI 9.2.4.1. If the PRUs are deployed by the network, the network has the information of the location of the PRUs, then there is no need for the UE to report the location. 
After generating the dataset, AI/ML model training is performed at the NW side. LMF can infer UE’s location based on the received SRS from UE via the well-trained AI/ML model. For model inference, another potential way is UE obtaining CIR via DL-PRS, and then feedback the CIR information to LMF. The potential spec impact of CIR report should be studied, especially considering the trade-off between feedback overhead and CIR information accuracy. 

In the last meeting, whether phase measurement for model input should be supported was discussed, and the following agreement was made.
	Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


For path-based measurements, current reporting like RSCP already support phase information. So, the scope of the question is narrowed down to whether phase information of sample-based measurements, i.e. CIR, should be supported.
During the SI, most companies use CIR, PDP and DP as the model inputs for AI/ML based positioning. And significate improvement compared with legacy method was observed. However, the impact of dimension of CIR on positioning accuracy, e.g., the length and the number of ports, needs more studies. For example, compared with PDP, whether the phase information from CIR can bring additional benefits need justifications. From our point of view, CIR can be reported for positioning at least for case 3b. Because the CIR data can be transmitted from gNB to LMF without impacts to the air interface. 
Another solution for input data is reusing current positioning reporting with additional configurations and/or limitations. For example, current RSRPP reporting allows UE to report power information by path. But which path would be reported is decided by UE. To make the data or data set more suitable for AI model training/inference/monitoring, the entity who derive the AI model should have an opportunity to indicate or report which kinds of measurement is preferred. For example, the reported path number and the methodology for choosing the paths for reporting, e.g. power limits, the path position in time domain, can be considered for the RSRPP reporting. The additional configurations and limitations can be used to improve efficiency of reporting the measurement data for positioning. 
Proposal 3: For AI/ML based positioning, it needs more discussion on the feasibility of obtaining the ground-truth label via PRUs, in which case the training dataset size is large. 
Proposal 4: For AI/ML based positioning, more discussion is needed for the comparison between CIR and PDP as model inputs. 
Proposal 5: For AI/ML based positioning, additional configurations or limitations can be supported to improve the efficiency of the measurement data reporting for positioning. 
If UE generates ground truth label based on non-NR positioning methods, and then UE report this ground truth label together with the CIR to the network to create a dataset, the reliability or the positioning accuracy should also be reported. This can help network in classifying the collected data when constructing the dataset. The reporting information could be a classification or a truth-value.
Proposal 6: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.

In the last meeting, training data generation for different use cases was discussed, and the following working assumptions were made.
	Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 
· PRU
· Non-PRU UE with estimated location
· LMF 
Note: transfer of the label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 
· PRU 
· Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:
· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.


From our point of view, using PRU and LMF to generate the training data is a quite straightforward way, which can provide reliable dataset. For the non-PRU UE with estimated location, we think it should be taken as a solution to enlarge the training dataset, since the amount of PRU may be limited. Whether this data is credible and how to take it into account can be further discussed.
Proposal 7: Support to take the above working assumptions as agreements.

Based on TR 38.843[3], the following aspects for data collection should be considered.
	Training data collection for AI/ML based positioning:
-	Associated information of training data:
-	Ground truth label at least for model training;
-  	Report from the label data generation entity
-	Measurement (corresponding to model input) at least for model training; 
- 	Report from the measurement data generation entity.
-	Quality indicator 
- 	For and/or associated with ground truth label and/or measurement at least for model training; 
- 	Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity.
-	RS configuration(s) 
- 	At least for deriving measurement
-	Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signalling to UE/PRU/TRP.
-	Note: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement.
-	Time stamp 
-	At least for and/or associated with training data for model training; 
	-	Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
-	Report from data generation entity together with training data and/or as LMF assistance signalling.
-	Note: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
-	Note: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
-	Note: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
-	Note: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
-	Note: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed


Considering data collection for model inference, the indication and/or request for AI based positioning can follow the legacy mechanism. It can be discussed whether to differentiate the AI based positioning and the legacy positioning. This indication can be implicit/explicit, e.g., it can be a bit field reporting together with the measurement, or a specific value of quality indicator for measurement reporting. The benefits of this additional information were not studied in Rel-18 SI. When evaluate the performance of AI/ML assisted positioning method, the non-AI and AI measurement were directly putted into positioning method like CHAN. However, in realistic deployment, vendors may use advanced technics to pretreat the input data and improve the positioning performance, including some AI method up to implementation. In this case the additional information for whether the input is based on measurement or AI-modified may help entity deriving position calculation choose a better treatment for such data.
Proposal 8: For AI/ML based positioning, whether the reported measurement is AI based could have an indication. 

For AI/ML based schemes, life cycle management of AI/ML model is necessary to guarantee the performance. The life cycle management of AI/ML includes model training, model deployment, model inference, model monitoring, and model updating. The goal of model monitoring is to measure the performance of the AI/ML model based on the defined metrics. If the performance metric is lower than a threshold, model deactivation/switching/updating can be triggered. For the performance metric, two different options can be considered.
[bookmark: _Hlk158214702]Option1: The metric of performance monitoring is based on the ground-truth labels (or its approximation).
Option2: The metric of performance monitoring is based on statistics of measurement(s) compared to the statistics associated with the training data.
For option1, how to obtain the ground-truth label and the impact of noisy ground-truth labels should be considered. The results of traditional positioning techniques and/or the history of the AI-based UE’s location may also be used to calculate the metric. Moreover, the result of other AI/ML models can also be used for performance monitoring. For example, if the AI/ML model is deployed at UE side, an LMF-sided model can perform model inference periodically. If the difference of the outputs of the two AI/ML models are larger than a value, model deactivation/switching/updating can be triggered.
Proposal 9: For performance monitoring is based on the ground-truth labels, further study method to obtain ground-truth label.

Unlike AI/ML for CSI and BM, it is difficult to obtain ground-truth label for positioning, not only for direct positioning but also for assisted positioning. Option 2 have it advantage and value in such cases. However, the reliability for this method is lack of evaluation during SI. Depending on the model implementation, different model may have different sensitivity to data drifting. The effort to specify this performance metric is also no negligible, since converge on some method(s) may be tough. The performance metric needs to be specified if the entity deriving performance metric and entity make final decision (model deactivation/switching/updating/fallback) are not the same. Since entity operating AI/ML model may have clearer understanding about its own model, together with some internal additional information, entity operating AI/ML model also make monitoring decision seems more reasonable. Other entity may provide or report some information and measurement to assist model monitoring.
Observation 4: For performance monitoring without ground-truth label, specify detail method for monitoring metric may be difficult.

In addition, positioning integrity is a measure of the trust in the accuracy of the position-related data and the ability to provide timely warnings based on assistance data provided by the network. Solutions for integrity for RAT dependent positioning techniques is under study in Rel-18 NR positioning. The relationship between model monitoring and positioning integrity for AI/ML based positioning can be considered.
Proposal 10: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered. 

Methods to ensure consistency between training and inference for UE-side model should also be discussed. During the SI, the following options were identified.
	· 1)	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· 2)	Model training at NW and transfer to UE, where the model has been trained under the additional condition
· 3)	Information and/or indication on NW-side additional conditions is provided to UE
· 4)	Consistency assisted by monitoring (by UE and/or NW, depends on the performance of UE-side candidate models/functionalities to select a model/functionality)


For option1, matching the additional conditions happens in NW-side, which helps NW-side have better understanding about UE-side AI model. Option 2 achieve alignment by operating model transfer, e.g., when the scenario (additional condition) changes, NW-side transfer a model to UE. Different with option 1, option 3 matches the additional conditions at UE-side. Option 4 only guarantee the AI/ML model performance by monitoring, regardless of whether this change of performance is caused by unconsistency between training and inference or some other factor.
From our point of view, the option 4 should be taken as a baseline solution to ensure a reliable model performance. We are also open to further discuss what are the additional conditions NW should provide to UE, and feasibility needs to be considered at the same time. For option 1 and 2, more detail should be provided, before we decide whether these options are available or not.
Proposal 11: For AI/ML based positioning, further discuss option 3 and 4. Deprioritize option 1 and 2.
What information and/or indication should be provided to UE needs carefully design. In the last meeting, validity area and reference signal configuration are proposed by the FL.
	Proposal 6.2-1
For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, validity area need to be consistent between training and inference.
· FFS: how to indicate the validity area information.

Proposal 6.2-2
For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, reference signal configuration and measurement need to be aligned between training and inference.
· For DL measurement, the reference signal refers to DL PRS 
· For UL measurement, the reference signal refers to UL positioning SRS 
· FFS: the details of the reference signal configuration.


The performance of AI/ML positioning have strong relativity with the deployment environment, and whether a model can fix multiple environment/area depending on the generalization aspects of model. A ‘validity area’ may help entity derive AI model to figure out whether this model is suitable for current environment. However, it seems that ‘validity area needs to be consistent between training and inference’ may put too much limitation from our point of view. If we marked every single area (like a building) as a validity area, it may need too much effort to manage and store these datasets. For the reference signal configuration and measurement aspects, our understanding is that some of the configurations may need to be aligned between training and inference while others may not necessary. We are open to further discuss what kind of RS configurations needs to keep consistency.
Observation 5: For AI/ML based positioning, the granularity of validity area needs further discuss.
Proposal 12: For AI/ML based positioning, further discuss what kinds of RS configurations needs to keep consistency between training and inference.

For model performance monitoring of AI/ML positioning Case 1, several options are provided by companies, which are shown as below.
	Agreement
[bookmark: _Hlk165994080]For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 
· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 
· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.
· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.
· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 
· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 
· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.
· Option B. The LMF performs monitoring metric calculation.
· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 
· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.


From our point of view, UE who derive AI/ML model should have capability to perform model monitoring metric calculations for itself. For the detail sub-option of option A, A-1 and A-2 can facilitate with limited spec impact, while A-3 and A-4 may need new procedure. Providing PRU measurement and the corresponding PRU location to the target UE should be helpful for UE perform monitoring metric calculation, while detail solution needs further discussion. For example, what kind of measurement the target UE need should be reported and indicated to the PRU, and if PRU can not support such kind of configuration, how to manage it. Since an AI/ML model may only achieve a good performance in a validity area, PRU for assisting model monitoring should also be in the same area.
Observation 6: For AI/ML based positioning case 1, the target UE side can perform monitoring metric calculation.
Observation 7: For option A-3 and A-4, PRU measurement for model monitoring seems workable, while detail solution needs further discussion.
For option B, if inference result is currently supported measurement report, then LMF can perform monitoring metric calculation, otherwise how to report the inference result and whether LMF can handle this information needs to be discussed. Similar with option A-3, option B-2 also have the same issue about how to transfer the PRU’s channel measurement.
Observation 8: If inference result is currently supported measurement report, then LMF can perform monitoring metric calculation.
Observation 9: For option B-2, how to transfer the PRU’s channel measurement from LMF to the target UE need to be discussed.
Conclusions
In this contribution, we discussed potential spec impact for AI/ML positioning enhancement, and the following proposals are made.
Observation 1: There is no need to carry out duplicated discussions for the cases which may share the same or similar enhancements. 
Observation 2: For AI/ML positioning, If LMF have information about the reference time used for training data and the measurement for inference, it can do some preprocessing based on the implementation to make the reference time aligned.
Observation 3: For AI/ML model training, data collection can be performed offline with marginal specification impact.
Observation 4: For performance monitoring without ground-truth label, specify detail method for monitoring metric may be difficult.
Observation 5: For AI/ML based positioning, the granularity of validity area needs further discuss.
Observation 6: For AI/ML based positioning case 1, the target UE side can perform monitoring metric calculation.
Observation 7: For option A-3 and A-4, PRU measurement for model monitoring seems workable, while detail solution needs further discussion.
Observation 8: If inference result is currently supported measurement report, then LMF can perform monitoring metric calculation.
Observation 9: For option B-2, how to transfer the PRU’s channel measurement from LMF to the target UE need to be discussed.

Proposal 1: Sample-based measurements for AI/ML positioning is slightly preferred.
Proposal 2: For path-based measurement reporting, current DL PRS-RSRPP and UL-SRS-RSRPP can be used as a starting point.
Proposal 3: For AI/ML based positioning, it needs more discussion on the feasibility of obtaining the ground-truth label via PRUs, in which case the training dataset size is large. 
Proposal 4: For AI/ML based positioning, more discussion is needed for the comparison between CIR and PDP as model inputs. 
Proposal 5: For AI/ML based positioning, additional configurations or limitations can be supported to improve the efficiency of the measurement data reporting for positioning. 
Proposal 6: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.
Proposal 7: Support to take the above working assumptions as agreements.
Proposal 8: For AI/ML based positioning, whether the reported measurement is AI based could have an indication. 
Proposal 9: For performance monitoring is based on the ground-truth labels, further study method to obtain ground-truth label.
Proposal 10: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered. 
Proposal 11: For AI/ML based positioning, further discuss option 3 and 4. Deprioritize option 1 and 2.
Proposal 12: For AI/ML based positioning, further discuss what kinds of RS configurations needs to keep consistency between training and inference.
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