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1	Introduction
The Rel-17 XR SI evaluated the XR user performance and identified bottlenecks for supporting XR services in RAN [1]. The Rel-18 XR SI & WI have been focusing on finding solutions in RAN to enhance the capacity and power saving of XR UEs when information about the application traffic is provided to RAN (i.e. XR awareness) [2]. We believe Rel-19 should aim to further improve the XR-awareness in RAN, XR capacity, and UE power savings given the low latency budget of XR services. This paper proposes areas of enhancements for Rel-19 XR.
[bookmark: _Ref178064866]2	Discussion
In Rel-19, XR enhancements should be continued with a focus on XR-awareness in RAN, capacity and UE power saving improvements in the areas described in the following sections. 
2.1 XR awareness
One enhancement for XR-awareness in RAN is supporting fast UL report of traffic parameters and related RRC reconfiguration. In XR applications, a traffic characteristic such as periodicity is dynamically changed over time due to rate adaptation or energy saving reasons. The list of RRC configurations for DRX, CG, SPS, and measurements are dependent on the application traffic change. Whenever the traffic is changed, reconfiguring all RRC parameters in related functionalities is costly and slow. Therefore, Rel-19 needs mechanisms of fast and low-overhead RRC reconfiguration according to XR traffic change. One approach is a list of RRC configuration set is predefined and the most relevant set of RRC parameters is activated whenever a traffic is changed. In uplink, this will also include fast UE report of XR traffic changes, since existing uplink assistance information is RRC based.
Support fast UE report of XR traffic parameters change, e.g., periodicity, for fast selection of a preconfigured set of RRC parameters [RAN2]. 

2.2 Capacity enhancements
2.2.1 Enhanced support of UL delay-aware scheduling
Another enhancement is supporting improved delay-aware scheduling in uplink. In Rel-18, it was agreed to have delay information reported to a network, in order to support delay-aware scheduling. However, the existing logical channel prioritization (LCP) is based on assigning a fixed priority level and the bucket size for each LCID. As a rule, the grant will be filled by data in each LCID by priority level, highest priority first, given their bucket allows it. This will give a restriction to prioritize packets to be delivered urgently, although they may belong to the lower priority logical channel. This may happen when a UE has multiple flows or services which have a packet delay budget (PDB) and thus, as the remaining delay budget becomes shorter in time, that data may have a higher priority. Figure 1 illustrates an example where the last packet of LCID 2 is delayed while all packets from LCID 1 are prioritized. Existing specification has a basic tool to allow dynamic priority indication in a physical layer channel. However, it is meaningful only when the maximum two logical channels are present. In XR applications, it is well expected to have multiple traffic flows (multiple video streams, audio, pose, etc.) in addition to legacy MBB traffic. Therefore, Rel-19 further enhances delay-based prioritization when multiple traffic flows are present. This includes the new signalling for dynamic prioritization and changes of existing LCP accordingly.
Support enhanced UL delay-aware scheduling with dynamic logical channel prioritization [RAN1, RAN2].
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[bookmark: _Ref133581264]Figure 1 The issue of existing LCP for delay based prioritization in uplink scheduling.  The last packet of LCID 2 is eventually delayed too much since LCID 1 packets are always prioritized.

2.2.2 Measurement gap enhancements
Measurement gap is needed when the UE is not capable to perform measurements and at the same time receive and/or transmit. Typically, measurement gap is needed for inter-frequency measurements, but on FR2 the UE may need measurement gap for intra-frequency measurements. 
For latency-sensitive services such as XR, measurement gap makes it challenging for gNB to serve UEs such that latency requirements are fulfilled since it gives a scheduling restriction which delays resource allocation even for urgent packets in XR. For example, with a 10 ms PDB (Packet Delay Budget) and, e.g., 3 ms or 6 ms gap length can, in worst case, mean that an XR frame that arrives just before the gap will have to be served within only 7 ms or 4 ms.  This means that the measurement gap can have a big impact on XR capacity. Based on the simulation assumptions in Appendix, the measurement gap impact on XR capacity is shown in Figure 2. 
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[bookmark: _Ref132376501]Figure 2: Fraction of satisfied XR users (60 frames/sec) with or without measurement gap configured and activated. For ‘noGap’, no user has measurement gap, while for ‘3 ms gap length’ and ‘6 ms gap length’ all users have measurement gaps configured and activated with 3 ms or 6 ms gap length and 80 ms gap repetition period. 

The capacity loss seen in Figure 2 can be viewed as a worst-case capacity loss in cells where measurement gap is needed/desired due to the following simulation assumptions: 
· All UEs are configured with measurement gap irrespectively of their position in the cell. For measurement gaps for inter-frequency handover purpose, it would likely be preferred to configure only those UEs closer to cell border with measurement gap. 
· Scheduler and link adaptation does not consider if UE will have an upcoming measurement gap. However, since delay scheduling is used, a UE with data delayed due to a measurement gap will likely be prioritized.   

Based on the results shown in Figure 2 we make the following observation: 
Measurement gap may have large impact on XR capacity, especially for larger measurement gap lengths. 

It is our understanding that there are means in current specification to reduce the impact on XR services. For example, reference signal transmissions can be planned/configured to avoid the need for large measurement gap length. However, it is also our understanding that such planning/configuration must be carefully performed to avoid negative impact on e.g. handover performance. Still, there may be a need for dynamic adaptation of the measurement gap, to minimize scheduling restriction not to delay urgent packets too much, leading to an overall capacity improvement. But it’s our firm belief that any such enhanced mechanisms shall be under gNB control. We therefore propose:  
Consider dynamic gNB-controlled utilization of measurement gap adaptation to reduce scheduling restriction of XR [RAN1, RAN2, RAN4].  

2.3 UE power saving enhancements
2.3.1 Multiple active DRX configurations 
The interleaved pattern of multiple (quasi-)periodic XR flows that are running in parallel creates irregular and short sleep opportunities. Current DRX solutions allow the NW to configure only one DRX configuration per serving cell, which cannot match the traffic characteristics of all XR flows. Thus, it cannot closely follow the short sleep opportunities and result in either low power saving gains, or in a long traffic delay.
The solution to support multiple active DRX configurations is useful in this case. With this solution, the NW provides multiple DRX configurations to a UE, all running in parallel. By doing so, the network could use XR traffic information such as traffic periodicity or jitter characteristics, provided e.g. by the application, to configure DRX in a way that the DRX parameters in each configuration match each individual (quasi-)periodic traffic flow. Regardless of the selected DRX parameter values, the UE monitors the PDCCH while the drx-onDurationTimer (or drx-InactivityTimer, or Active Time) is running in any of the DRX configurations.
An example is shown in Figure 3, for two DRX configurations that are selected to match the parameter values (periodicity and alignment) of two traffic flows. The DL time slots in the TDD pattern in which the UE monitors the PDCCH are shaded in black. Thus, the multi-flow solution is able to follow the irregular time gaps due to the interleaved traffic flows and save UE power, while ensuring a low delay.  
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[bookmark: _Ref133393154]Figure 3 Illustration of DRX with two active configurations, each matching a DL traffic flow: the cycle and drx-onDurationTimer in green follow the video flow (16.67 ms period) and the DRX configuration in magenta follows the audio flow (10 ms period). The video traffic experiences a random jitter of ±4 ms with a truncated Gaussian distribution around the mean traffic periodicity.

In TR 38.835 (Table B.2.8-1) [2] we provided simulation results showing that two active DRX configurations, each matched to a traffic flow, satisfies the delay budget of many users (88.4%), while also achieving a power saving gain of 13.6%. These results achieved a significantly better latency/power saving tradeoff than standard Rel-15/16 DRX and a single DRX configuration matched to one of the two flows. We note that having a second DRX configuration for a second traffic flow is useful especially when the periodicity of the first DRX configuration is longer than the PDB of the second traffic flow. For instance, if the first DRX cycle has a length of 33-34 ms (i.e. video rate of 30 fps), or 22-24 ms (i.e. video rate of 45 fps) which is much longer than the PDB of 10 ms for the audio flow, the audio packets may exceed the PDB often. In this case, it is useful to use a second DRX configuration to match the audio period. For other configurations where the first DRX cycle has a similar or shorter length than the PDB of the second flow, e.g. first DRX cycle of ~16 ms matching a 60 fps video rate, the first single DRX configuration may be sufficient to ensure the relaxed PDB requirements for the audio flow.
[bookmark: _Toc115075974][bookmark: _Toc115269955][bookmark: _Toc118443167]Support multiple simultaneous DRX configurations to optimize power saving of UEs with multi-flow XR services [RAN2].

This enhancement was proposed to be introduced in the Rel-18 XR WI. However, in Rel-18 WI the problem that this enhancement was intended to solve was different. Namely, it was proposed for solving DRX alignment with a single flow with non-integer periodicity. For alignment with a single flow, multiple DRX configurations is indeed too complex and other simpler solutions were pursued. By contrast, we propose multiple DRX configurations to address a different issue, namely optimizing UE power saving for multiple flows.
Finally, this enhancement was also considered earlier in the Rel-18 XR SI phase to address multiple flows. Due to lack of consensus, it was not pursued in the Rel-18 WI. The main counter arguments were: (i) lack of time to decide on all the details of the solution in Rel-18; and (ii) for a DL video and a DL audio flows, a single DRX configuration matched to the video flow and an SPS configurations can be configured, so there is no need for two DRX configurations active simultaneously. Regarding (i), we think Rel-19 now offers additional time budget to finalize the details of this solution. Regarding (ii), it may not always be the case that SPS can be configured (i.e. blocking resources) or is efficient for a second XR flow, especially given the various XR traffic characteristics expected in practice.
2.3.2 Power saving enhancements for carrier aggregation
If carrier aggregation (CA) is configured, different XR flows could be mapped to different carriers, resulting in different traffic periodicities or arrival patterns on each carrier. With the current DRX feature, the NW can configure at most two DRX groups, where the values of the drx-onDurationTimer and drx-InactivityTimer can be different for the two groups, but all the other DRX parameters are the same [3]. This restriction does not allow to match the DRX configurations with each of the traffic flows on the different carriers, resulting in a suboptimal UE power consumption/delay tradeoff. Thus, for this case, it would be useful to support independent DRX configurations per carrier. Figure 4 shows possible existing DRX configurations for CA and the proposed enhancement.
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[bookmark: _Ref133395139]Figure 4 Illustration of existing behavior and proposed enhancement for DRX with CA.

Introduce more flexible control and configuration for the secondary DRX group in CA [RAN2].

Furthermore, SSSG switching was found beneficial in TR 38.835 [2] to cope with XR traffic jitter for a single carrier. Specifically, the UE can monitor the PDCCH with a sparse monitoring pattern until traffic arrives and, when traffic arrives, the NW can send an SSSG switching indication to switch to a dense monitoring pattern (e.g. in every TS). This feature can be extended to CA, to control PDCCH monitoring adaption for any SCell via the PCell. Namely, in order to save UE power, the UE can monitor the PDCCH with a very sparse pattern on the SCell. When traffic arrives and is scheduled for the SCell, to limit the delay, the PCell can send an indication to the UE to switch to dense PDCCH monitoring on the SCell. The existing behaviour and proposed enhancement are illustrated in Figure 5. This enhancement can also be extended to sending an SSSG switching indication on any given serving cell to be applied to any other serving cell.
[image: ]   [image: ]
[bookmark: _Ref133394135]Figure 5 Existing behavior and proposed enhancement for SSSG switching with CA. The PDCCH monitoring opportunities are shown in blue.

Support PDCCH monitoring adaptation controlled via one serving cell, for any of the other serving cells [RAN1].


Conclusion
This paper discussed our view on Rel-19 XR. Overall, we believe Rel-19 should aim to continue Rel-18 enhancements and further improve the XR-awareness in RAN, XR capacity, and UE power savings, given the low latency budget of XR services. Thus, the support for UE reporting of XR traffic parameters to the RAN can be enhanced, taking as baseline the outcome of the Rel-18 WI. To increase capacity, UL scheduling can be improved to make better use of the delay information and more flexibly assign priorities to traffic. Furthermore, for increasing capacity in the context of mobility, the measurement gaps could be controlled more dynamically by the gNB. Finally, to save more UE power while maintaining a low delay, multiple simultaneous DRX configurations could cope with multiple traffic flows in a single-carrier scenario, while for CA, the secondary DRX group could be controlled more flexibly and PDCCH monitoring at PHY can be enhanced to be controlled across carriers.  
Based on the discussion in this paper we propose the following:
Proposal	The following is proposed for Rel-19 XR:
· Support fast UE report of XR traffic parameters change, e.g., periodicity, for fast selection of a preconfigured set of RRC parameters [RAN2].
· Support enhanced UL delay-aware scheduling with dynamic logical channel prioritization [RAN1, RAN2].
· Consider dynamic gNB-controlled utilization of measurement gap adaptation to reduce scheduling restriction of XR [RAN1, RAN2, RAN4].
· Support multiple simultaneous DRX configurations to optimize power saving of UEs with multi-flow XR services [RAN2].
· Introduce more flexible control and configuration for the secondary DRX group in CA [RAN2].
· Support PDCCH monitoring adaptation controlled via one serving cell, for any of the other serving cells [RAN1].
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[bookmark: _Ref135813185]Appendix
Simulation assumptions for measurement gap simulation results are according to Table A. For simulations with measurement gap enabled, the measurement gap is only used for SSB measurements and are configured to be aligned with SSB locations where the SSBs are transmitted. The SSBs have a 20 ms periodicity. To avoid all UEs to have measurement gap at the same time, the UEs are randomly assigned to one of four measurement gap group, where group has measurement gap with a starting time  in ms:  


Table A: System simulation parameters
	Parameter
	Deployment scenarios

	
	Dense Urban / Urban Macro
(38.913 w/ following parameters)

	Layout
	9 cells with wraparound
ISD: 500m (Urban Macro)

	Channel model
	UMa (38.901)

	UE Distribution
	80% indoor, 20% outdoor

	Carrier frequency
	4 GHz

	Subcarrier spacing
	30 kHz

	BS height
	25m

	UE height
	For Dense urban and Urban Macro, the UE height for indoor UEs is updated as following based on Table 6-1 in TR 36.873.
	UE height (hUT) in meters
	general equation for UE height
	hUT=3(nfl – 1) + 1.5

	
	nfl for outdoor UEs
	1

	
	nfl for indoor UEs
	nfl ~ uniform(1,Nfl) where
Nfl ~ uniform(4,8)




	BS noise figure
	5 dB

	UE noise figure
	9 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS Antenna Pattern
	3-sector antenna radiation pattern, 8 dBi

	BS Antenna Configuration 
	64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
(dH, dV) = (0.5λ, 0.5λ)

	UE Antenna Pattern
	Omni-directional, 0 dBi

	UE Antenna Configuration 
	2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	Down Tilt 
	12 degrees

	BS Transmit Power
	44 dBm per 20 MHz
Note: For system BW larger than above, Tx power scales up accordingly.

	UE max tx power
	23dBm

	System Bandwidth
	100 MHz

	TDD Configuration
	DDDSU

	Scheduler
	Delay scheduler

	PHY processing delay
	UE processing Capability #1
DL NACK to retransmission delay 1.5ms

	DMRS overhead
	1 DMRS symbol per PDSCH/PUSCH

	Power control parameter
	alpha: 0.8

	CSI reporting
	periodic 2.5 ms, Rank restriction:  

	Transmission scheme
	Reciprocity-based precoding 
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