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1. Introduction
This paper provides an initial overall evaluation and conclusions.
2. Reason for Change
This paper provides an initial overall evaluation and conclusions.
3. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 v0..0.


* * * First Change * * * *
[bookmark: _Toc464463369][bookmark: _Toc475064963][bookmark: _Toc478400633][bookmark: _Toc83813088][bookmark: _Toc164779342][bookmark: _Toc164779596][bookmark: _Toc164792052]11	Overall evaluation
11.1	Summary of enablement capabilities and APIs 
Various solutions proposed in the present document aim 1) defining new analytics to be supported by ADAES or introducing or 2) introducing a new SEAL service (AIMLE, ML Repository) to support AI/ML services for vertical use cases. This clause provides a summary of the capabilities as well as the corresponding potential enablement APIs.
11.1.1	Summary of AIMLE services and APIs
This clause provides a summary of the new AIMLE and ML repository capabilities based on the Solutions.
Table 11.1.1-1 is listing solutions proposing new capabilities related to AIMLE:
Table 11.1.1-1: Solutions proposing new AIMLE capabilities 
	Solution
	Proposed Capabilities

	#2
	Support ML client information fetching

	#3
	Support ML client information provisioning

	#4
	Support ML model training/inference for ADAES analytics

	#6
	Support AIML Enablement Client Selection
Monitoring AIML Enablement Client Status 

	#7
	AIML enablement client discovery

	#8
	AIML enablement client registration

	#9
	Support FL member registration / registration update

	#10
	Support AI/ML member participation configurations provisioning and management

	#11
	Support AIML service lifecycle management

	#12
	Support AIML model lifecycle management
Support consumer-based ML Model Performance Degradation Detection

	#13
	Support FL member update

	#14
	Support AI/ML policies provisioning and management

	#17
	Support AIML operation management

	#18
	Support VFL determination and member selection

	#19
	Support of split AIML operation discovery
Support of split AIML operation pipeline event notifications 

	#20
	Support of transfer learning enablement

	#21 
	Support AIML data management

	#22
	Support of Horizontal FL

	#23
	Support distribution of AIML operations in edge deployments

	#24
	Support ML model distribution

	#25 
	Support ML model distributions and update notification 

	#26
	Support FL member grouping

	#28
	Support split AIML operations
Support split AIML task delivery 

	#29
	Support AIML placement in edge deployments

	#30
	Support for intermediate AIML information transfer



Table 11.1.1-2 is listing the solutions proposing new ML repository capabilities:	
Table 11.1.1-2: Solutions proposing new ML repository capabilities 
	Solution
	Proposed Capabilities

	#4
	Storing ML model info per analytics ID

	#5
	Support ML model info storage
Support ML model info discovery

	#9
	Support FL member registration / registration update

	#16
	Support FL related event notifications

	#20
	Storing / Fetching pre-trained model information 

	#24
	Support ML model info storage

	#25
	Support ML model storage

	#26
	Support storing and fetch FL group info



Table 11.1.1-3 is listing the corresponding APIs for the new capabilities related to AIMLE:
Table 11.1.1-3: Proposed APIs for Solutions 
	Sol #
	API Name & Description
	Service Operations
	Input
	Output

	2
	SS_AIMLE_ML client info retrieval:

This API enables the consumer to communicate with the AIMLE server for getting ML client info.

	ML client info retrieval request/response
	Identities of the ML service, some filtering criteria to filter for the selection of UEs like battery level, UE velocity

	List of client identifiers as per the selection criteria mentioned in the filter

	4
	SS_AIMLE_ML_analytics:
This API enables the consumer to communicate with the AIMLE server for training the ML model for an analytics ID.
	ML_model_training request / response
	Analytics ID, Model ID/profile, consumer ID (e.g. ADAES ID), ML training requirements
	Trained ML model output

	
	
	ML_model_inference request / response
	Analytics ID, Model ID/profile, consumer ID (e.g. ADAES ID), ML inference requirements
	Inferred ML model output

	
	
	ML model info fetching
	Analytics ID, consumer ID (e.g. ADAES ID), ML info requirements
	ML model ID/profile, the ML model file address for the initial model, the permissions for updating the ML model (related to who is the consumer), the ML model vendor ID, charging model for using the ML model, ML training /inference entity(-ies) for the analytics ID

	9
	SS_AIMLE_FL member register
	FL member registration request/response
	FL member ID(s), ML / FL task/process ID, FL member capabilities, ML repository ID
	ACK/NACK

	
	
	FL member registration update request/response
	FL member ID(s), ML / FL task/process ID, FL member capabilities change/status, ML repository ID
	ACK/NACK

	16
	SS_AIMLE_FL_Events
	FL Event Subscription Request /Response
	Subscriber ID, Event ID, FL task/process ID, VAL UE ID, FL member ID
	ACK/NACK

	
	
	FL Event Notify
	-
	Event ID/type/descriptor, FL task/process ID, VAL UE ID, FL member ID.

	18
	SS_AIMLE_VFL_Enablement
	FL model training request / response
	Model ID/profile, consumer ID (e.g. ADAES ID), ML training requirements, VFL requirements
	Trained ML model output

	
	
	FL training capability evaluation request / response
	Requirements on available time for support VFL operations, ML model, required features of the dataset from the UE, available data sources, domains of the datasets at the UE
	Decision on whether to join the VFL training process or not, with the reason if not join or with test result if join

	19
	SS_AIMLE_ML client split operation discovery:
This API enables the consumer to communicate with the AIMLE server for discovering AIML split operation profiles.
	ML split operation discovery request/response
	Requestor identifier (e.g., UE identifier, AIMLE client identifier, VAL client identifier)
Security credentials
Split operation requirements (incl. pipeline identifier, pipeline stage information, model information, usage information)
	Operation status (e.g., success, failure & cause)
List of AIML split operation profiles (incl. pipeline identifier, head endpoint, tail endpoint, split operation notification target, pipeline stage information, AIML model information, pipeline usage information) 

	
	
	ML split operation discovery subscribe
	Requestor identifier (e.g., UE identifier, AIMLE client identifier, VAL client identifier)
Security credentials 
Subscribed events (e.g., created, modified, deleted)
Pipeline identifier
Notification target endpoint
	Operation status (e.g., success, failure & cause)
Subscription identifier
Expiration time

	
	
	ML split operation discovery notify
	NA
	Event
List of AIML split operation profiles (incl. pipeline identifier, head endpoint, tail endpoint, expected, split operation notification target, pipeline stage information, model information, usage information)

	20
	SS_AIMLE_TL_Info
	TL Discover Info  Request / Response
	ML task ID (analytics ID or ML profile ID), TL requirements
	Information for the selected pre-trained models (ID, profile, address to download) and optionally the trained models themselves if this entity has access to them. Or ML repository ID

	
	SS_MLR_TL_Info
	Fetch Info  Request / Response
	ML task ID (analytics ID or ML profile ID), TL requirements
	Information for the selected pre-trained models (ID, profile, address to download)

	25
	SS_AIMLE_ML client AIML model discovery:
This API enables the consumer to communicate with the AIMLE server for discovering AIML models.
	ML model discovery subscribe
	Requestor identifier (e.g., UE identifier, AIMLE client identifier, VAL client identifier)
Security credentials 
Subscribed events (e.g., created, modified, deleted)
Notification target endpoint
AIML model profiles (e.g., model identifier, model version, model characteristics, etc.).
Expiration time
	Operation status (e.g., success, failure & cause)
Subscription identifier
List of AIML model profiles (e.g., model identifier, model version, model characteristics, etc.) 
Expiration time

	
	
	ML model discovery notify
	NA
	Event
List of AIML model profiles (e.g., model identifier, model version, model characteristics, etc.)

	
	SS_Model_Repository AIML model discovery:
	ML model discovery subscribe
	Requestor identifier (e.g., AIMLE server identifier)
Security credentials 
Subscribed events (e.g., created, modified, deleted)
Notification target endpoint
AIML model profiles (e.g., model identifier, model version, model characteristics, etc.).
Expiration time
	Operation status (e.g., success, failure & cause)
Subscription identifier
List of AIML model profiles (e.g., model identifier, model version, model characteristics, etc.) 
Expiration time

	
	
	ML model discovery notify
	NA
	Event
List of AIML model profiles (e.g., model identifier, model version, model characteristics, etc.)

	26
	SS_AIMLE_FL_Group_Management
	FL Group Management Request / Response
	ML task ID (i.e., an ML model training/inference job ID), Grouping requirements
	FL candidate or available FL members for the given ML task

	
	
	FL Group Notify
	-
	Group ID and the group member identities for the ML model ID / analytics ID and ML task.

	
	SS_MLR_FL_Group_Info_Fetch
	FL Group Info Request / Response
	ML task ID (i.e., an ML model training/inference job ID), Grouping requirements
	FL candidate or available FL members for the given ML task



11.1.2 	Summary of ADAE analytics enhancements and APIs
This clause provides a summary of the new ADAE or enhanced ADAE capabilities based on the Solutions.
Table 11.1.2-1 is listing solutions proposing a new Analytics (which might be based on some existing Analytics, but a new Analytics ID is proposed to be defined):
Table 11.1.2-1: Solutions enhancing existing ADAE capabilities 
	Solution
	Proposed Enhancements

	#1
	Solution #1 proposes an architecture option which enhances ADAES with MTME capabilities

	#4
	ADAES is enhanced to select and configure the entity (-ies) to serve as ML model training and inference entities and utilizes these services to improve the ADAE layer analytics.



Table 11.1.2-2: Solutions proposing new analytics 
	Solution
	Proposed Analytics

	#15
	New analytics for DN Energy Efficiency

	#27
	New ADAE Analytics for Supporting FL Member (re-) selection



Based on the above solutions, the following ADAE-S APIs are proposed:
Table 11.1.2-3: Proposed APIs for Solutions 
	Sol #
	API Name & Description
	Service Operations
	Input
	Output

	15
	SS_ADAE_DN_energy_analytics:

This API enables the VAL server to communicate with the ADAE server for subscribing for DN performance analytics and for getting notified on the result.
	DN Energy analytics subscribe or request / response
	Identity of the requesting VAL server, analytics identifier, applicable geographical area for this subscription.
	Status of the subscription request (Success or failure) and in case of success the ADAES server subscribes to the relevant data 

	
	
	DN energy analytics notify
	 -
	Identity of analytics event, type of analytics, analytics output (stats or prediction of the DN energy consumption) and confidence level

	27
	SS_ADAE_AppLayer_ AI/ML_Member_capability_analytics:

This API enables the VAL server to communicate with the ADAE server for subscribing for Application Layer AI/ML Member capability analytics and for getting notified on the result.

	App Layer AI/ML Member capability analytics subscribe
	
	

	
	
	App Layer AI/ML Member capability analytics notify
	-	Comment by auth: To be added by the author of Sol#27
	

	
	SS_ADAE_AppLayer_ AI/ML_Member_capability_collection:
	App Layer AI/ML Member capability data collection subscribe
	
	

	
	
	App Layer AI/ML Member capability data collection notify
	
	



11.X	Overall Evaluation of Key Issue #X:.. 
…

* * * Second Change * * * *
[bookmark: tsgNames]12	Conclusions and recommendations
12.1	General conclusions and recommendations
The present technical report described the AI/ML enablement capabilities for supporting vertical use cases. This technical report fulfills the objectives of the study on application architecture for enabling AIML services. The report includes the following:
1.	Definition of terms and abbreviations used in the study (clause 3);
2.	Analysis on AI/ML support in 3GPP (clause 4);
2.	Key issues identified by the study (clause 5);
3.	Architectural requirements and detailed application architecture for enabling AI/ML services (clause 6 and 7);
4.	Individual solutions addressing the key issues (clause 8);
5.	Deployment scenarios (clause 9), Business relationships (clause 10); and
6.	Overall evaluations of all the solutions (clause 11); For normative work in 3GPP Rel-19, it is recommended to define the following architecture enhancements as also described in clause 7:
· AIMLE to be defined as a new SEAL functionality, for supporting the AI/ML enablement for both VAL applications and ADAE-defined analytics services.
· ML Repository as new registry/repository which can be deployed internally to AIMLE or as new SEAL service and will support storage and registration of ML model information as well as information related to ML/FL members for a given ML task (e.g., analytics ID or model ID/profile).
· ADAES to be enhanced to support additional/enhanced analytics based on the concluded solutions.
In addition, it is recommended to define:
1.	Terms and abbreviations, the definition of terms and abbreviations captured in clause 3 will be reused.
2.	Architectural requirements identified in clause 6 will be used as baseline architectural requirements; such requirements include also per functionality-imposed requirements for the enhanced architecture for AIML Enablement.
4.	Application architecture for enabling AI/ML services, the architectures as specified in clause 7 will be used as baseline architecture.
5.	Deployment scenarios will be considered as captured in clause 10. Additional deployment models and their implications on the solutions will be considered.
6.  The definition of the corresponding enablement APIs based on the concluded solutions as summarized in clause 11.1.
12.2	Conclusions of key issue #1
Following solution considerations will be considered for the normative work for KI #1. Table 12.2-1 provides the mapping to the sub-issues defined in clause 5.
Table 12.2-1: Solutions for KI #1
	Issue #
	Solution and mapping to the Issue#

	1.1 Whether and how to enhance the architecture and related functions to support application layer AI/ML services.

	Solution #1 provides the architecture considerations for both AIMLE and ADAES enhancements.

	1.2 Whether and how the above architecture enhancement and related functions supporting the management/execution of AI/ML lifecycle operations.

	Solution#11 and #12 address this issue by introducing AIML service lifecycle management and AI/ML model lifecycle management respectively.

	1.3 Whether and how the architecture enhancement and related functions leveraging the existing 5GC capabilities and assistance for the application layer AI/ML services.

	Solution#13 introduces the interaction between the AIMLE Server with ADAES and NEF for analytics and assistance information to support FL member (re)selection.

	1.4 Whether and how to enhance the architecture and the above related functions to support application layer AI/ML services in edge computing scenarios. 

	Solutions#23 and #29 address the open issue 4 by introducing enhancement of the architecture and related functions to support application layer AI/ML services in edge computing scenarios.

	1.5 Whether and how to provide the exposure and related functionality to assist the AIML VAL applications for its AIML service operations like service lifecycle management (e.g., assist service creation, service status, service operation)
	Solution#11 and #12 address the open issue by introducing AIML service lifecycle management and AI/ML model lifecycle management respectively.



12.3	Conclusions of key issue #2
Following solution considerations will be considered for the normative work for KI #2. Table 12.3-1 provides the mapping to the sub-issues defined in clause 5.
Table 12.3-1: Solutions for KI #2
	Issue #
	Solution and mapping to the Issue#

	2.1 Whether and how to enable the ADAE layer (including A-DCCF, A-ADRF) to derive analytics or provide analytics services based on AI/ML methods? This includes the study of necessary enhancements to the ADAE layer architecture, if any.
	Solution #4 proposes a mechanism for enhancing existing analytics for supporting AI/ML by consuming AIMLE services.
Solution #5 proposes a mechanism which can be reused for ML model info discovery by ADAES	Comment by auth: Sol#5 can be related to ADAES, but it is not an ADAES capability. 

	2.2 Whether and how the ADAE layer supports ML model training and inference (i.e., internally or externally to ADAE layer) for deriving analytics?

	

	2.3 Whether and how ADAES can be enhanced to support and coordinate AI/ML-enabled analytics functions and features?
	ADAES doesn’t coordinate ML-enabled capabilities, since this is consumed by AIMLE capabilities.

	2.4 Whether and how to support the registration and discovery of ADAE layer functional entities supporting ML model training / inference? e. Whether and how the ADAE layer (including A-DCCF, A-ADRF) supports ML model training (e.g., internally, or externally to ADAE layer).
	ADAES doesn’t support ML model training and inference but consumes this by AIMLE. Solution #4 provides the mechanism for allowing ADAES to utilize AIMLE to support ML training/inference.

	2.5 Whether and how new analytics are required to be generated by ADAE layer using AI/ML methods? This includes but is not limited to support for: XR applications, energy optimization, VAL server- to-VAL server performance analytics (e.g., related to latency, bandwidth, response time, etc.)?
	New analytics services are concluded for this issue as follows:
· DN Energy analytics (Sol#15)
· New ADAE Analytics for Supporting FL Member (re-) selection (Sol #27)



12.4	Conclusions of key issue #3
Following solutions will be considered for the normative work for KI #3. Table 12.4-1 provides the mapping to the sub-issues defined in clause 5.
Table 12.4-1: Solutions for KI #3
	Issue #
	Solution and mapping to the Issue#

	3.1 How to support federated learning at application enablement layers?

	Solution#2 provides support for ML client information fetching for FL tasks (NOTE 1)
Solution#3 provides support for ML client information provisioning for FL tasks (NOTE 1). 
Solution#6 provides support for AIMLE client selection. (NOTE 1)
Solution#7 provides support for AIMLE client discovery. (NOTE 1)
Solution#8 provides support for AIMLE client registration. (NOTE 2)
Solution#9 provides support for candidate FL member registration (e.g. VAL) and updates to ML Repository via AIMLE. (NOTE 2)
Solution#13 provides a mechanism for addressing the FL member update.
Solution#17 provides a mechanism for supporting the ML operations offload to AIMLE for FL.  (NOTE 3)
Solution#22 provides a generic mechanism for supporting horizontal FL in AIMLE.


	3.2 Identify procedures for supporting FL at the application enablement layer, including FL entity discovery, registration, communication, reporting.

	

	3.3 Whether and how to support the data collection and preparation for FL in the application enablement layer?
	Solution #21 supports AIML data management at AIMLE and will be further evaluated in normative phase.

	3.4 Whether and how to support the management of FL groups (e.g., how to create and manage a group of FL members) during FL operations (e.g., training)?

	Solution#16 provides a mechanism for monitoring FL events and notifying on updates on FL member availability.
Solution#26 provides a mechanism for supporting the FL member grouping.

	3.5 Whether and how to support the application server for the distribution of the model information to the FL members/FL clients/ML clients for model training, considering the dynamically changing potential FL members/FL clients/ML clients for model training?
	Solutions#24 and #25 address this open issue by introducing procedure for ML model distribution without and with considering ML model update.

	NOTE 1: Alignment of terminologies and more details on further architecture impacts will be performed at normative phase.
NOTE 2: Possible merging of Sol#8 and #9 when applicable will be identified in normative phase.
NOTE 3: Details related to ML tasks and possible overlaps with other solutions will be identified in normative phase.


12.5	Conclusions of key issue #4
Following solution considerations will be considered for the normative work for KI #4. Table 12.5-1 provides the mapping to the sub-issues defined in clause 5.
Table 12.5-1: Solutions for KI #4
	Issue #
	Solution and mapping to the Issue#

	4.1 How we can ensure that all training functions have an aligned sample range, e.g., the same users, to support VFL?

	
Solution#18 provides the procedure of ML model training capability evaluation, sample and feature alignment, for supporting VFL.


	4.2 How can we discover what features are available between domains (for the same sample range) in order to support VFL?

	



12.6	Conclusions of key issue #5
Following solution considerations will be considered for the normative work for KI #5. Table 12.6-1 provides the mapping to the sub-issues defined in clause 5.
Table 12.6-1: Solutions for KI #5
	Issue #
	Solution and mapping to the Issue#

	5.1 Whether and how to enhance the architecture and related functions to support management and/or configuration for split AI/ML operation, and in-time transfer of AI/ML models. The management and configuration aspects including discovery of required nodes for split AI/ML operation and support of different models of AI/ML operation splitting.

	Solution #19 supports split AIML operation discovery and pipeline event notifications (NOTE 1).
Solution #23 and #29 assists distribution of AIML operations in edge deployments (NOTE 2).
Solution #25 supports notifications on ML model distribution.
Solution #28 supports a generic mechanism for split AIML operations and delivery (NOTE 1).


	4.2 Whether and how to enhance the architecture and related functions to support exposure and consumption of split AI/ML analytics, and in-time transfer of AI/ML models analytics.

	

	NOTE 1: Possible overlap of the subscription mechanism in Sol#28 and the AIML operation splitting establishment as in Sol #19 (when consumer is the VAL client) will be discussed in normative phase. 
NOTE 2: Possible merging of these solution will be considered in normative phase when applicable.



12.7	Conclusions of key issue #6
Following solution considerations will be considered for the normative work for KI #6. Table 12.7-1 provides the mapping to the sub-issues defined in clause 5.
Table 12.7-1: Solutions for KI #6
	Issue #
	Solution and mapping to the Issue#

	6.1 How to support transfer learning at application enablement layers?

	Solution #12 provides a solution which can be applicable to this issue (however it is more generic).
Solution #20 provides a procedure for TL enablement (for the selection and discovery of pre-trained models).
Solution #30 supports intermediate AIML information transfer (however this is a solution not only related to TL).



12.8	Conclusions of key issue #7
Following solution considerations will be considered for the normative work for KI #7. Table 12.8-1 provides the mapping to the sub-issues defined in clause 5.
Table 12.8-1: Solutions for KI #7
	Issue #
	Solution and mapping to the Issue#

	7.1 How to support the AI/ML for member selection and re-selection (e.g., policies).

	Solution #14 introduces the AI/ML policies provisioning for the member selection.

	7.2 How to support the AI/ML member participation configurations
	Solution#10 provides support for ML member participation configurations provisioning.

	7.3 How to support the AI/ML maintaining the AI/ML process.
	Solution#30 addresses this issue by introducing the support of the intermediate AI/ML operation information transfer.

	7.4 How to utilize the AI/ML policies and configurations in the AI/ML Application layer Services.
	Solutions #10 and #14 describe how the policies and configurations are utilized in AIMLE.



